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Abstract 

Residual stress in additive manufacturing (AM) is one of the key challenges in terms of structural 

integrity and finish quality of printed components. Estimating the residual stress distribution on 

additively manufactured components is complex and computationally expensive with full scale thermo-

mechanical FE analysis. In this study, a point heat source is utilized to explore the thermal field and 

residual stress distribution during the manufacturing processes. Numerical results show that the residual 

stress at a single material point can be expressed as a function of its spatial position and the peak nodal 

temperature it has experienced during thermal cycles. The residual stress distribution can be divided into 

three segments according to the peak nodal temperature. The peak nodal temperature only depends on 

the heat flux and the distance to the point heat source center. A semi-analytical approach to predict the 

peak nodal temperature and residual stresses, once the heat flux is known, is proposed. The proposed 

approach is further validated by a numerical additive manufacturing model and a very good agreement 

is obtained. Compared to the thermo-mechanical FE model, the proposed method significantly improves 

the computational efficiency, showing great potential for residual stress prediction. 
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 Distance to point heat source center 

E Young’s modulus 

 Heat flux 
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Radius of point heat source 

R Radius of axisymmetric model 

H Height of axisymmetric model 

 Peak temperature the node has experienced during a thermal cycle 

 Maximum temperature the model has experienced during a thermal cycle 
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Tmel
 

Melting temperature 

,1eT
 
 First critical temperature in three-segment equivalent residual stress model 

,2eT  Second critical temperature in three-segment equivalent residual stress model 

1,1T
 

First critical temperature in three-segment maximum principal residual stress 

model 

1,2T
 

Second critical temperature in three-segment maximum principal residual stress 

model 

 The angle to heat surface 

 The coefficient of thermal expansion 

radiation   
Radiation coefficient 

convectionh   Convection coefficient 

ԑ* Inherent strain 

 
Plastic strain 

 
Thermal plastic strain 

 
Phase transformation strain 

Y  Yield stress 

res  Residual stress 

res

e  
 Von Mises equivalent residual stress 

1

res
 

Maximum principal residual stress 

,1

res

e  
 First critical equivalent residual stress 

,2

res

e  Second critical maximum principal residual stress 

1,1

res
 
 First critical equivalent residual stress 

1,2

res  Second critical maximum principal residual stress 

1. Introduction 

Additive manufacturing (AM) or 3D-printing has attracted wide attention over the past years due to its 

advantages, such as design freedom and short production cycles [1]. Most AM technologies use powder 

or wire as a feedstock, which is selectively melted by a focused heat source and consolidated in 

subsequent cooling to form a part layer by layer [2, 3]. Residual stresses will inevitably occur in printed 

components due to the non-uniform material expansion and contraction during the cyclic thermal 

conditions. It is known that the residual stresses may lead to part distortion, loss of geometric tolerances, 
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and delamination of layers during depositing, as well as to deterioration of the fatigue performance and 

fracture resistance of a fabricated part [4, 5]. Hence, accurate prediction of residual stress is a critical 

issue for AM, which can serve as a guidance for the optimization of the AM technique. 

Accurate prediction of residual stresses is challenging due to the coupled effects of materials’ thermo-

mechanical behavior, microstructure evolution and the fluid flow of the weld pool [6]. Various analytical 

and computational approaches have been proposed to solve this problem as computational capability has 

increased, such as finite element method. The sequentially-coupled heat conduction analysis in transient 

mode followed by elastic-plastic small displacement analysis has been the general approach to 

numerically model thermal distortion and residual stresses in AM [7]. Fully-coupled analysis, which 

solves the heat conduction and stress equilibrium equations simultaneously, has been used by some 

studies [8]. However, for the finite element method, the transient attribute and the highly nonlinear 

material behavior result in high computational cost, which limits the models to small work-pieces. 

To improve the computational efficiency, Yuan et al. proposed the inherent-strain method [9] for the 

prediction of weld distortion of large-scale structures has been adopted to the efficient distortion 

modeling in AM. In this method, the distortion can be calculated by a known inherent-strain without a 

computationally-intensive thermo-mechanical analysis. Although this method was verified in welding 

distortion modeling, the application for AM distortion modeling with multiple deposition layers is 

insufficient. Another method was proposed by Li et al. [10] that imported the local residual stress field 

calculated in the meso-scale layer hatch model to the macro-part model to predict the part distortion and 

residual stress. However, for a complex part, it would be very difficult for this method to capture the 

residual stress field precisely.  

Some methods were proposed to improve computational efficiency by simplifying the relationship 

between the peak nodal temperature and residual stress. Mukherjee et al. [11, 12] developed an analytical 

formula which was a function of linear heat input, substrate stiffness, peak nodal temperature, the 

coefficient of thermal expansion of the depositing alloy and the Fourier number that manifested a ratio 

of the rate of heat dissipation to storage, for estimating the maximum distortion. Cheng et al. [13] found 

that the in-plane shrinkage plastic strains can be determined by the peak nodal temperature and material’s 

softening temperature range. An engineering approach was then established by applying the thermal 

load to the numerical model. Camilleri et al. [14] found that the peak nodal temperature was the dominate 

thermal parameter that controls the residual stress. Based on the 2D transient thermal analysis, Camilleri 

et al. [14] developed a so-called mismatched thermal strain (MTS) algorithm to predict the residual stress 

in 3D welding simulation. Inspired by Camilleri's research, an efficient engineering FE model was 

developed, in which the model was divided into a plastic zone and an elastic zone based on the peak 

nodal temperature. The corresponding thermal load according to the nodal response of the plastic flow 

was then applied to each individual node for the residual stress prediction [15]. As mentioned above, the 
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peak nodal temperature is critical to the prediction of residual stress. However, the mechanical modeling 

was still performed in a transient way, which meant high computational costs, and a direct relationship 

between the peak nodal temperature and the residual stress remains unsolved. Due to the complexity and 

the need for in-house expertise, such strategies have not so far been widely used in industries [3]. 

In this work, a direct and efficient methodology to predict residual stresses is proposed, which can be 

readily used in industrial context. In section 2, a 3D point heat source model is established numerically 

to study the thermal field and residual stress distribution. A series of numerical analyses are performed 

by varying the scale of heat input while keeping geometric parameters fixed. Detailed information about 

the derivation of the relationship between the peak nodal temperature and the residual stress are 

presented and a three-segment residual stresses model is developed in section 3. The peak nodal 

temperature is then expressed analytically as the function of the heat input and the node spatial position 

in section 4. A direct function relating the heat input and residual stress is presented. This function for 

calculating the residual stress is then validated by both the 3D point heat source model and numerical 

AM model in section 5. The main conclusions are presented in section 6. 

2.  The point heat source model 

A point heat source on a semi-infinite solid can be treated as a simplified solution for welding processes 

that involve short time heating and cooling cycles (e.g. spot-welding) [16]. The point heat source model 

can be used in modelling of welding with a continuous or moving heat source by integrating the total 

heating time or the deposition path. Many numerical and experimental were carried out to study the 

residual stresses induced by the point heat source [17-19]. However, a direct analytical solution for 

estimating the residual stress, combining thermal and mechanical analysis, is not available. The point 

heat source model is built in this section to study the relationship between the heat input and the residual 

stress distribution. 

2.1 Numerical procedures 

The axisymmetric point heat source model is developed in ABAQUS/Standard Ver. 6.14. The effect of 

model size (radius R  and height H ) on the simulation results has been studied first. Fig.1 presents the 

equivalent residual stress along the top surface (red dash line) with a heat flux of 7 24.5 10  /W m  and 

/R a H a  ranging from 5 to 20 while keeping the radius of point heat source a  fixed. Details of the 

thermal-mechanical analysis will be introduced in the following. It can be seen that there is a large 

difference between the curves of 5R a   and 10R a  , while the curves of 10R a  and 20R a   are 

very close. In this case, the model can be considered as a point heat source model in a semi-infinite body 
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and the simulation results are independent of R a  when 10R a  . In this study, the radius ( R ) and the 

height ( H ) of the model are 50 mm, while the radius of the heat source (a) is 5 mm, i.e. / 10R a H a  .  
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Fig. 1. The effect of model size on the peak temperature distribution 

The four-node axisymmetric reduced-integration element (CAX4R) is selected. The mesh is shown in 

Fig. 2 as well as the thermal boundary conditions. After the mesh sensitive analysis, the average mesh 

size near the point heat source finally used is 0.5×0.5 mm. Relatively coarse mesh is assigned in the 

remaining part. The axisymmetric boundary condition is applied in the symmetric plane, shown with the 

yellow dash line, while the bottom is fixed.  

 

Fig. 2. Mesh of the axisymmetric point heat source model  

The heat radiation coefficient and convection coefficient are assumed to be independent of the 

temperature and are set to be 0.8 and 8.5 W/(m2K) for the free surfaces [20, 21], respectively. The heat 

loss through the cooling system in the base surface is modeled by an equivalent convection coefficient 

(167 W/m2k) [20, 22]. The initial temperature is set as 20 °C, and both heating and cooling processes 
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are considered. During the heating process, uniform heat will be input through heat source area. 

Considering the high deposition speed and the area of the heat source in welding process or AM, the 

heating stage lasts only for 2 seconds. A sufficiently long waiting time is used in the cooling stage to 

guarantee the model to be cooled down to the room temperature naturally.  

2.2 Material AA2319 

The temperature dependent material properties of AA2319, such as the thermal conductivity coefficient, 

thermal expansion coefficient, temperature dependent yield stress etc., are obtained from [23] and are 

presented in Fig. 3 (a) - (d). Mass density is assumed to be 32823 /Kg m  and temperature independent. 

The melting range (the span of temperature from the point at which the crystals first begin to liquefy to 

the point at which the entire sample is liquid) of AA2319 is543 643 C C   . The temperature dependent 

constitutive relationship of the true stress and the true strain are presented in Fig. 3 (d). 

           Fig. 3. Physical properties of AA2319: (a) thermal conductivity and specific heat, (b) coefficient of 
thermal expansion, (c) Young’s modulus and yield strength, and (d) strain-hardening [23]. 
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3. Three-segment residual stress model  

3.1 Key parameters affecting residual stresses 

The AM and fusion welding share many of the same physical phenomena, especially those key physical 

factors governing the formation of residual stresses and distortion. The origins of residual stresses 

include the spatial temperature gradient, thermal expansion and contraction, and the strain compatibility. 

The spatial temperature gradient in a simplified model is influenced by the maximum temperature the 

whole model experienced mT . The thermal expansion and contraction of a material point caused by the 

localized heating and cooling process depend mainly on the peak nodal temperature, . The strain 

compatibility, i.e. uneven distribution of inelastic strains, force equilibrium, and constitutive stress-strain 

behavior will also affect the residual stress [24, 25]. 

It has also been considered that the residual stresses come from the inherent strain * . The inherent 

strain can be described as a combination of the phase transformation strain X , the thermal plastic strain 

T  which depends on  and the plastic strain P  which is influenced by the maximum temperature of 

the whole model ( mT ) and the node spatial position [25, 26], 

                                                              (1) 

The spatial position of a single material point can be represented simply by its polar coordinate parameter 

θ and d. θ is the clock-wise angle and d is the radius to the pole, as shown in Fig. 2. In this study, no 

phase transformations in the AA 2319 alloy is considered and the precipitation effects are neglected. 

Correspondingly, the phase transformation strain X  is assumed to be zero and canceled out in Eq. (1).  

According to the analysis above, the residual stress can be expressed as a function of θ, d a ,
 mT  and ,  

( , , , )res

m pf d T T                                                               (2) 

The purpose of the following work is to link  and mT  to the heat input q and the nodal spatial 

coordinates (d and θ) to obtain the final function form for the residual stress prediction,  

( , , )res f d q                                                                  (3) 

In this work, only equivalent residual stress res

e  and maximum principal residual stress 1

res  are 

considered, since res

e  is relevant to plastic yielding while the maximum principal residual stress 1

res  

can be considered as a prime indicator on fatigue and fracture performance [21]. Similar pattern for other 

components can be obtained by using the proposed approach. 

PT

PT

T p X      

PT

PT
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3.2 Three-segment equivalent residual stress model 

Fig. 4 shows that the equivalent residual stress  res

e  distributes non-uniformly on the whole model after 

a heat and cooling cycle with a heat flux of 
7 23.5 10  /W m . Especially close to the point heat source, 

the equivalent residual stress is much larger than that of the remaining part far from the point heat source.  

Fig. 4. The equivalent residual stress distribution. 

The equivalent residual stress res

e  and the peak temperature each node experienced during the thermal 

cycle in different directions ( 0 ,  22.5 ,  45 ,  67.5 ,  90  ) were extracted. The equivalent residual 

stress res

e  is normalized by the yield stress ( 243 Y MPa  ) while the peak nodal temperature PT  is 

normalized by the melting temperature ( 643 melT C  ). After the normalization, the corresponding 

results are plotted in Fig. 5 with heat flux ranging from 
7 22.5 10  /W m  to 

7 24.5 10  /W m . In these 

subfigures, /P melT T  increases from 0.03 to the maximum, with respect to the nodes from the free edge 

point to the point heat source center, as the arrows shown in Fig. 4.  

As the subfigures shown, the / /res

e y p melT T    curve shape evolves with   but heat flux shows very 

minor effect. That is, at a given angle the equivalent residual stress is mainly dependent on . There 

are four segments divided by the turning points 1P  to 3P , which are best visible at 45° (Fig. 5 (c)). The 

first segment reaches up to , and the corresponding zone is named here as the edge zone. It can be 

observed that  is not obvious for  and , as the normalized equivalent residual stress increases 

linearly from 0 to 1. At 45 ,67.5  , and 90 , points with respect to  are obvious and the corresponding 

values of /res

e y   are around 0.08 (0.074, 0.082, and 0.082). Therefore, the point with /res

e y   

equaling to 0.08 in every direction is set as the first critical point, . In the second segment, i.e. in the 

transition zone between  and 2P , /res

e y    increases sharply with . For 2P , it is obvious in all 

directions because the /res

e y    corresponding to 2P  is exactly equal to 1. The region between 2P  to 3P  

PT

1P

1P 0 22.5

1P

1P

1P /P melT T

0   

90° 

   

(Pa) 
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is the so-called yield zone since res

e  is almost constant and equal to the yield stress. In the final segment, 

i.e. the release zone after 3P , /res

e y   decreases with , as the material has melted, accompanied 

by the stresses relief due to the free surface expansion. The effects of stress relief are omitted as a 

conservative approach and the release zone is merged into the yield zone. Hence, the equivalent residual 

stress can be divided into three segments, i.e. the edge zone, the transition zone, and the yield zone.     

 

 

 

 

 

 

 

 

Fig .5.  Normalized equivalent residual stress /res

e y    versus normalized peak nodal temperature 

/P melT T  : (a) , (b) , (c) ; (d) , and (e) . 
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In the three-segment model, /res

e y   is simplified to vary linearly with /P melT T  in the first and second 

segment, and to be equal to one in the third segment. The three-segment equivalent residual stress model 

is described in Fig. 6 and the formula for calculating equivalent residual stress is expressed as:  

 
 

 
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                                  (4) 

Therefore, if the normalized critical peak nodal temperatures ,1 ,2/ ,  /e mel e melT T T T , and the normalized 

critical equivalent residual stress ,1 /res

e y  , ,2 /res

e y   at the turning points  and 2P  are known, then the 

equivalent residual stress distribution can be obtained based on the three-segment model. Since ,1 /res

e y   

is equal to 0.08 and ,2 /res

e y   is equal to 1, only ,1 /e melT T  and ,2 /e melT T  need to be determined.  
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Fig. 6. Three-Segment equivalent residual stress model. 

3.2.1. The normalized first critical temperature ,1 /e melT T  

The normalized first critical temperature ,1 /e melT T  in different directions is obtained and plotted against 

the angle θ in Fig. 7. As can be seen, ,1 /e melT T  increases with the increase of θ. This is due to that the 

large the angle is, the more constraint the material subjected to the surrounding cold material. For the 

same distance to the point heat source, close to the free surface, the material will deform more easily 

under the thermal load resulting high residual plastic strain when cool down to the room temperature. 

Hence, the large the angle is, the more the residual stress gradient is. For the same equivalent residual 

stress at , a smaller distance and corresponding higher ,1 /e melT T  can be expected. The data in Fig. 7 

is then fitted by a second order function:  

1P

1P



11 

,1 5 2 4 22.95 3.41 8.29
e

mel

T
e e e

T
                                                     (5) 

0 15 30 45 60 75 90
0.0

0.1

0.2

0.3

0.4

0.5

,1e

mel

T

T

 

 

  
Fig. 7. Normalized first critical temperature 

,1eT   versus angle . 

3.2.2 The normalized second critical temperature 
,2 /e melT T  

The second critical point divides the model into the yield zone and the transition zone. 
,2 /e melT T  

mentioned in Fig. 6 is presented in Fig. 8 as a function of the angle . It can be seen that 
,2 /e melT T  is 

around 0.51 with small deviations, namely ,2 330 CeT   . It has been proved in Ref. [14] that the 

maximum thermal strain 
,2( )e rT T   should exceed two times of the yield strain in the heating process 

if the material yields. Therefore, the temperature corresponding to the yield stress can be calculated by: 

 ,22 ( )
y

e rT T
E


                                                               (6) 

where the yield stress 243 y MPa  , Young’s modulus 70 E GPa , coefficient of thermal expansion 

52.24 10  / C     and room temperature 20 rT C  . ,2eT  calculated by Eq. (6) is equal to 330 °C and 

,2 /e melT T  is equal to 0.51. Hence, it is more convenient to obtain ,2 /e melT T  with known yield stress by 

Eq. (6). 
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3.3 Three-segment maximum principal residual stress model  

The maximum principal stress distribution of the model has also been studied and presented in Fig. 9. It 

can be seen that 1  is much higher in the vicinity of the point heat source than in the part close to the 

free surface. Similar to the analyses in section 3.2, the normalized maximum principal residual stress 

1 /res

y   in different directions ( 0 ,  22.5 ,  45 ,  67.5 ,  90  ) is derived and plotted against the 

normalized peak nodal temperature /p melT T  in Fig. 10 with heat flux ranging from 
7 22.5 10  /W m  to 

7 24.5 10  /W m . 

Fig. 9. The maximum principal residual stress distribution. 

Similarly to the results in section 3.2, the curves in Fig. 10 can also be divided into 3 segments, namely, 
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Fig. 10.  Normalized maximum principal residual stress 1 /res

y    versus normalized peak nodal 

temperature /p melT T : (a) , (b) , (c) ; (d) , and (e) . 
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Fig. 11. Three-Segment maximum principal residual stress model. 

Linear relationship in these three segments is adopted to simply link the normalized maximum principal 

residual stress and the normalized peak nodal temperature (Fig. 11). The only parameters need to be 

identified are the normalized maximum principal stress 1,1 /res

y   , 1,1 /res

y  at 1S and 2S , and the 

normalized peak nodal temperature 1,2 / melT T   at 2S .The formulas for each segment are presented as, 

0   22.5   45   67.5   90  

0.0 0.4 0.8 1.2 1.6

0.00

0.25

0.50

0.75

1.00

1.25

1

res

y





/p melT T

S
2

 heat flux=2.5E+07W/m
2

 heat flux=3.0E+07W/m
2

 heat flux=3.5E+07W/m
2

 heat flux=4.0E+07W/m
2

 heat flux=4.5E+07W/m
2

S
1

0.0 0.4 0.8 1.2 1.6
-0.25

0.00

0.25

0.50

0.75

1.00

1.25

-0.25

0.00

0.25

0.50

0.75

1.00

1.25

1

res

y





/p melT T

S
2

 heat flux=2.5E+07W/m
2

 heat flux=3.0E+07W/m
2

 heat flux=3.5E+07W/m
2

 heat flux=4.0E+07W/m
2

 heat flux=4.5E+07W/m
2

S
1

0.0 0.4 0.8 1.2 1.6

-0.25

0.00

0.25

0.50

0.75

1.00

1.25

-0.25

0.00

0.25

0.50

0.75

1.00

1.25

/p melT T

1

res

y





S
1

 heat flux=2.5E+07W/m
2

 heat flux=3.0E+07W/m
2

 heat flux=3.5E+07W/m
2

 heat flux=4.0E+07W/m
2

 heat flux=4.5E+07W/m
2

S
2

(c) (d) 

(e) 



14 

 

 
 

 
 

1.1

1,1

1,1

1,2 1.21
1,1 1,2

1,1 1,2

1,2

( ;0 90 )

1 1 ( ;0 90 )

( ;0 90 )1

res

p r

r p

y r

resres
P

p

y y

p

T T
T T T

T T

T T
T T T

T T

T T









 



  
      

 


 
              


     


                                (7) 

Fig. 12 shows the evolution of the normalized first maximum principal residual stress 1,1 /res

y   as a 

function of the angle  and a second order function is applied to establish an empirical relationship, 
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                                                     (8) 

 As mentioned previous, 
1,1 / melT T  is equal to 0.23, it means that the peak nodal temperature of the first 

critical points 1S  is a constant. Hence, the distances from 1S  to center point are almost same according 

to the section 5. For the same distance to the point heat source, close to the free surface, the material will 

deform more easily under the thermal load resulting high residual plastic strain when cool down to the 

room temperature. A higher 1,1 /res

y   can be expected.  
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Fig. 12. Normalized first critical maximum principal residual stress 1,1 /res

y   versus angle . 
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The peak nodal temperatures 
1,2T  at 2S  are extracted and 

1,2 / melT T  is plotted in Fig. 13. As can be seen, 

the 
1,2 / melT T  close to 0.51 at different angles. Similar to 

,2eT  in three-segment equivalent residual stress 

model, it is more convenient to obtain 
1,2 / melT T  with known yield stress by Eq. (6).  

4. Peak nodal temperature distribution model 

As discussed above, the equivalent residual stress and the maximum principal residual stress are 

influenced by the peak nodal temperature of a single node and its spatial position for a given heat input. 

However, the influence of the heat flux on the peak nodal temperature is unknown. For this concern, the 

heat source model introduced in section 3 is used, with the value of the heat flux varying from 

7 22.5 10  W/m  to 7 24.5 10  W/m . The peak nodal temperature  of nodes in a given direction as a 

function of their distance d to the point heat source center is presented in Fig. 14 (a) -18 (a).  

Fig. 14. (a) Peak nodal temperature distribution in the direction ; (b) Normalized  versus 

Normalized d  of Fig. 14 (a). 

 

 

 

 

                                         

                                     
 

(a)                                                                                                 (b) 
Fig. 15. (a)  Peak nodal temperature distribution in the direction ; (b) Normalized  versus 

Normalized d  of Fig. 15 (a). 
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                                      (a)                                                                                                 (b)   

Fig. 16. (a)  Peak nodal temperature distribution in the direction ; (b) Normalized  versus 

Normalized d  of Fig. 16 (a). 

                                      (a)                                                                                                 (b)   

Fig. 17. (a)  Peak nodal temperature distribution in the direction ; (b) Normalized  versus 

Normalized d  of Fig. 17 (a). 

                                      (a)                                                                                                 (b)   

Fig. 18. (a)  Peak nodal temperature distribution in the direction ; (b) Normalized  versus 

Normalized d  of Fig. 18 (a). 
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For  in Fig. 14 (a), for a node at the same position, higher heat flux yields higher peak nodal 

temperature, as expected. It is interesting to notice that all the curves in Fig. 14 (a) show a similar trend: 

the peak nodal temperature decreases gradually as the distance increases. It can also be observed that the 

maximum peak nodal temperature mT  in the whole model occurs at the point heat source center. Take 

mT  as a reference, all the data on the same curve is then normalized by mT , while the distance d is 

normalized by the radius of the heat source a. The results are displayed in Fig. 14 (b). Interestingly, the 

normalized curves collapse almost into one. Same behavior of the  curves and  is also 

observed in Fig. 15 -18 with the angle ranging from  to . 

Fig. 19. Normalized peak nodal temperature 
p mT T  versus Normalized distance /d a  with  

. 

The normalized curves in Fig. 15 (b) - Fig. 18 (b) are replotted in Fig. 19. As can be seen, the normalized 

curves from different directions distribute very close to each other, though there are deviations when the 

temperature is relatively high ( 0.6p mT T  ). The curves in Fig. 19 is then fitted by a polynomial function,  

5 4 3 2

5 3 2 14.009 10 1.689 10 2.709 10 2.064 10 0.748 1.078P

m

T d d d d d

T a a a a a

            
                   

         
     (9) 

The fitted function only depends on the maximam temperature of the whole model mT  and the distance 

to the point heat source center d . The fitted curve can be divided into the same three segments, namely, 

the yield zone, the transition zone, and the edge zone, according to the discussions in section 3. When 

0.6p mT T  , PT  is larger than 330 °C and corresponds to the yield zone where the residual stress is 

almost constant and equal to the yield stress. Therefore, the effect of the angle can be neglected and the 

error introduced due to the fitting is acceptable.  

The maximum peak nodal temperature ( mT ) used in Fig. 14 (b) - Fig. 18 (b) are plotted against the values 

of the heat flux and are presented in Fig. 20. A linear fitting is then applied to link the heat flux and mT ,  
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                                                  (10) 

It should be noted that Eq. (9) can be only used when /d a  is less than 15 and the Eq. (10) can be only 

used when mT  is larger than the melting temperature.  
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Fig. 20. Maximum temperature mT  versus heat flux . 

Now,  can be obtained by Eq. (9) - (10). By combining Eq. (4) - (6) and Eq. (9) - (10), the equivalent 

residual stress of a given material point can be predicted. Similarly, with Eq. (7) - (10), the maximum 

principal residual stress can also be achieved. Therefore, the equivalent residual stress and the maximum 

principal residual stress of a given material point can be expressed in a general form: 

 ( , , )residual

d
f q

a
                                                          (11) 

5. Verification and discussion 

5.1 Verification of three-segment model in the case of point heat source  

To verify the three-segment equivalent residual stress model, the point heat source case with heat flux 

of 7 23.7 10  W/m  has been analyzed numerically. The geometry and parameters used in the three-

segment model are the same mentioned in sections 3 - 4.  

The equivalent residual stress distribution in different directions calculated by the three-segment model 

and from numerical analysis are compared in Fig. 21. An overall satisfactory agreement can be seen in 

Fig. 21 (a) - (c), especially for the results in the angle  displayed in Fig. 21 (b). In these figures, 

the equivalent residual stress calculated by the three-segment model is higher than the corresponding 

numerical results when the distance is very small. The average errors are 45.0 MPa , 15.6 MPa and 

13.2 MPa , while the relative errors are 26.9% , 7.9%  and 6.7%  respectively in different directions 

( 0 ,45 ,90  ). The reason is that the release zone is merged into the yield zone as mentioned 

71.5113 10 310.69mT q  

q

pT

45  
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previously. Hence, the equivalent residual stress is constant and equal to the yield stress for the materials 

close to the point heat source. Since the release zone is very small, the errors can be neglected. For the 

rest nodes, the average errors are 13.0 MPa , 12.4 MPa and 73.0 MPa , while the average relative errors 

are 15.8% , 10.7% , and 147.8%  respectively in different directions ( 0 ,45 ,90  ). For , the 

errors and relative errors are large. These errors are induced by the simplification of the temperature 

distribution model and linear fitting of the three-segment model.  

Fig. 21. Verification of the three-segment model and FE model (a) ; (b) ; (c) . 

Similar observations can be found for the comparison of the maximum principal residual stress obtained 

from the three-segment model and from numerical modeling, as presented in Fig. 22. For the yield zone, 

the average errors are 32.4 MPa , 22.4 MPa  and 28.6 MPa  while and the average relative errors are 

13.3% , 9.7% , and 11.8%  respectively in different directions ( 0 ,45 ,90  ). For the rest nodes, the 

average errors and the relative errors are 23 MPa , 33.5 MPa , 62 MPa  while the average relative errors 

are 11.2% , 32.3% , 96.7%  respectively in different directions ( 0 ,45 ,90  ).  
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Fig. 22. Verification of three-segment method and FE model with (a) ; (b) ;  (c) . 

5.2 Verification of the three-segment model in the case of AM  

The three-segment model has also been verified by a numerical case study: one layer additive 

manufacturing. The material used for the substrate and the material feedstock in this section are the same 

as introduced before (AA2319). Only one single deposition layer is considered. For the AM modeling, 

it is a sequentially coupled transient finite element model with a moving heat source. The element birth 

technique is used for simulating the addition of new material. The height and width of the layer are 2.25 

mm and 10 mm, respectively. The bottom of the substrate is fixed while other surfaces are free. The 

geometry of the substrate is 12 240 250 mm mm mm  . The residual stressed compared here are 

obtained from the substrate, as outlined in Fig. 23 by the red line, after finishing printing of the whole 

layer. Since it is more convenient to obtain the maximum temperature of the substrate in reality instead 

of the heat flux. The maximum temperature of 710 °C on the red line is directly output to calculate the 

peak nodal temperature with the peak nodal temperature distribution model. Fig. 23 (a) and (b) show the 

equivalent residual stress and the maximum principal residual stress distribution on the printed AM 

model. 
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(a)                                                                                       (b)   

Fig. 23. The residual stress distribution in the AM model (a) Equivalent residual stress distribution; (b) 

Maximum principal residual stress distribution. 

Okerblom [27] recognized that the thermal gradients transverse to the deposition direction are typically 

steep, whereas the gradients parallel to the weld are relatively gradual. This fact suggested a simple 

treatment for longitudinal contraction, in terms of a transverse plane strain slice, which is passed through 

the quasi-stationary temperature field. In this work, similar to the simplifications of  Okerblom’s welding 

model, the thermal strains at each position transverse to the deposition direction are treated time 

independently and heat propagates only perpendicular to the deposition direction. In the direction 

perpendicular to the deposition direction, the length is much larger than the width of the deposition layer. 

Therefore, the three-segment model based on the point heat source model can be generalized to the AM 

model. The equivalent residual stress and the maximum principal residual stress along the red line, 

calculated by the three-segment model and obtained from the FE method, are compared and presented 

in Fig. 24, which shows a very satisfactory agreement. The three-segment model can capture the two 

critical points precisely. For the equivalent residual stress, the average errors are 32.4 MPa , 22.4 MPa

and 28.6 MPa  and the average relative errors are 13.3% , 9.7% , and 11.8%  respectively in yield zone, 

transition zone and edge zone. There are small deviations when the material is relatively far from the 

printed layer. These errors may be introduced due to the thin substrate thickness and the boundary 

condition. For the maximum principal residual stress, the average errors are 16.3 MPa and 18.9 MPa  

and the average relative errors are 6.7%  and 5.9%  respectively in yield zone and transition zone. The 

approach derived from the point heat source model can be applied to estimate the residual stress of the 

substrate in AM and greatly improves the computational efficiency, compared to other methods. 
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Fig. 24. Verification of the proposed three-segment model and FE model (a) Equivalent residual stress 

distribution (b) Maximum principal residual stress distribution. 

6. Conclusions 

In this work, a three-segment model is proposed to estimate the equivalent and the maximum principal 

residual stress in manufacturing, based on the analyses of a point heat source. A three-segment residual 

stress model and a simplified peak nodal temperature distribution model are first proposed. In these two 

models, the residual stress distribution can be divided into yield zone, transition zone and edge zone by 

peak nodal temperature and the peak nodal temperature only depends on the heat flux and the distance 

to the point heat source center. Hence, the final functions based on these two models indicate that the 

residual stress of a material point depends on the heat flux, node spatial position and intrinsic properties 

of a material. The results generated with the three-segment model show good agreement with FE results, 

for the point heat source model and the numerical AM model. It should be noted that the exact functions 

derived in this work can only be accurate for the AA 2319, however, this methodology can equally be 

generalized to other materials. The three-segment model can also be applied to many material processes 

characterized by the point heat source model, such as the spot welding, laser heat treatment, etc. The 

new method displays great potential for AM.  Compared with other methods, the three-segment model 

with simple calculation process is extremely efficient, which can reduce the calculating cost significantly, 

especially for large AM components, and can thus be readily used in an industrial context. 
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