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Preface 
 

These proceedings contain selected papers from the 10th International Trondheim CCS Conference 
(TCCS-10), held in Trondheim, Norway, on June 17th-19th 2019. 

 

The bi-annual Trondheim CCS Conference is a leading scientific CCS technology conference. Since 
its inception in 2003, the Conference has developed to become a globally important meeting place for 
over 400 CCS experts. The Conference typically has 150 oral presentations, five or six parallel 
sessions, over 100 posters and world leading keynote speakers.   

 

The authors had an opportunity to submit a full manuscript and ten full manuscripts are presented in 
these proceedings after peer review by two experts. 

 

The organizing committee would like to thank everyone who has helped with review of manuscripts, 
authors who presented their work during the conference and the authors who have submitted a full 
manuscript.  

 

We are also grateful for the support from the conference sponsors. 
 
 
 
Nils A. Røkke and Hanna Knuutila  
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Abstract 

Technology Centre Mongstad (TCM) has experienced in 2017 a corrosion-related failure in a stripper reboiler of an 
amine unit, during a series of long-term test campaigns 2017-2018 for CO2 capture using monoethanolamine (MEA). 
The failure affected the heat exchanger plates within the reboiler, made of 316L stainless steel. 
A thorough investigation has been initiated in collaboration with Institute for Energy Technology (IFE), Equinor and 
Total to evaluate the key factors responsible for the damage and the mechanisms leading to the failure of heat 
exchanger plates. A two-phase approach was adopted. In the first phase the aim was to make a complete evaluation 
of all circumstances, outline the most plausible hypotheses for the cause of the damage, design and define a sensible 
scope for a detailed experimental laboratory study allowing to assess the factors contributing to the corrosion issues. 
The second phase is to encompass the experimental study to either confirm or refute the starting hypotheses.  
This contribution presents a detailed account of the relevant findings, the reasoning and the outline of the planned 
laboratory investigations. On the other hand, the results of the experimental study itself are not part of this paper. 

Keywords: Post-Combustion Capture, MEA, Corrosion, Erosion, Oxygen Scavenger, Potassium Bisulfite 
 

1. Introduction 
Technology Centre Mongstad (TCM) is the world’s 
largest test facility where various technologies for CO2 
capture are assessed and qualified since its completion in 
2012. The site is equipped with two distinct units, a 
proprietary Chilled Ammonia Process (CAP) plant and a 
highly flexible amine plant on which this paper focuses. 
The plant is currently owned by Gassnova, Equinor, 
Total and Shell. 
In 2017, TCM started a long-term testing with MEA 
solvent through a series of test campaigns, to generate 
useful knowledge and information to be used to reduce 
the cost, the technical, environmental and financial risks 
of commercial scale deployment of post-combustion CO2 
capture. Some test activities were also conducted over 
longer periods in parallel to the abovementioned test 
series, one being material testing and corrosion 
monitoring for assessment of suitable materials for the 
post-combustion CO2 capture process with MEA solvent. 
In July 2017, a corrosion-related failure occurred in a 
stripper reboiler of the amine plant, that affected the heat 
exchanger plates within the reboiler, made of 316L 
stainless steel. The operations of the amine plant over the 
experimental campaign yielded a complex scenario of 
varying conditions (i.a. flue gas type, solvent 
composition) over a long period of time, making it a 
difficult task to identify the key factor(s) responsible for 
developing the failure, since both corrosion and erosion 

contributions could be plausible but without any factor 
appearing as an obvious and certain cause [2], [3]. 
In addition to the practical value of finding the causes for 
the damage, the importance of gaining a more 
fundamental understanding of the possible processes 
involved was recognized. It was therefore important that 
the failure assessment includes both a thorough study of 
the available information of relevance as well as 
validation by laboratory experiments. 
A task force with TCM, Equinor and Total, as TCM 
owners, performed a complete evaluation of all 
circumstances leading to the failure, in order to identify 
the most plausible mechanisms and define working 
hypotheses to be verified experimentally. 
In this context, TCM and their partners Equinor and Total 
have initiated a collaboration with Institute for Energy 
Technology (IFE) with the following objectives: 
a) To review the study performed to evaluate the 

circumstances of the failure 
b) To agree on the selection of the most plausible 

mechanisms for the failure and the working 
hypotheses to be verified experimentally 

c) To define a sensible scope for a detailed experimental 
laboratory study allowing to assess the factors 
contributing to the corrosion issues 

d) Perform the tests and assess whether the experimental 
results confirm or refute the hypotheses 
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A two-phase approach has been adopted, where 
evaluation, defining the hypotheses and scope would 
constitute the first phase whereas the second stage would 
consist of the experimental work and assessment of the 
results. 
This paper is concerned with the first stage of this study, 
the experimental work will be reported separately in due 
course. 
 
2. Evaluation of plant data 

2.1. The amine plant and operational conditions 

A simplified process flow diagram of the TCM amine 
plant is illustrated in Figure 1. The adjacent Mongstad 
refinery provides the flue gases for testing CO2 capture, 
i.e. flue gas from the Combined Heat and Power (CHP) 
plant at 3.6-4 % CO2, and flue gas originating from the 
Residual Fluidized Catalytic Cracker (RFCC) unit at 13-
14 % CO2. The typical gas compositions are also shown 
in Table 1. TCM has the flexibility to enrich the CHP flue 
gas by recycling captured CO2 or to dilute the RFCC flue 
gas with air to adjust the CO2 content. 
Once the flue gas enters the TCM test site it is 
conditioned and saturated with water in a Direct Contact 
Cooler (DCC). The RFCC flue gas is also passed through 
a highly effective Brownian Diffusion (BD) filter in order 
to remove aerosols and catalyst particles. Conditioned 

flue gas enters the bottom of the absorber where it is 
contacted with amine solvent as gas and solvent flow 
counter-currently through three sections of structured 
packing (12, 18 or 24 meters at TCM discretion). CO2 in 
the flue gas reacts with the amine to become chemically 
bound in the solvent. The rich solvent is pumped through 
the lean/rich cross heat exchanger for pre-heating by hot 
lean solvent before it enters the stripper section. TCM 
amine plant is equipped with two strippers, one for 
operation with low CO2 content (CHP stripper) or higher 
CO2 content (RFCC stripper). Additional heat is supplied 
by steam to the stripper reboiler in order to reverse the 
absorption reactions and release CO2 from the solvent. 
The regenerated lean solvent leaving the stripper is 
cooled down in the lean/rich cross heat exchanger and 
lean cooler, before it is recirculated back to the absorber. 
The depleted flue gas leaves the top of the absorber after 
being conditioned in one or two absorber water wash 
sections, while CO2 product gas is released to the 
atmosphere through the stripper water wash and stripper 
overhead condenser system, as illustrated in Figure 1. 
The feed gas type and corresponding CO2 and O2 
concentrations for the entire test period (2017-2018) are 
shown in Figure 2, whereas the operating temperatures 
are plotted in Figure 3.  Oxygen scavenger (potassium 
bisulfite) has been injected in the early periods of the 
campaign (see Figure 4). 
 

 

 

Figure 1: Simplified process diagram of the TCM amine plant (from [1]) 
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Table 1: Typical flue gas compositions (adapted from [1]) 

Gas composition Conditioned CHP 
gas 

Conditioned 
RFCC gas 

N2 (mole%) 73 - 79 73 - 79 
O2 (mole%) 13 - 14 3 - 8 
CO2 (mole%) 3.6 – 4.0 13.0 – 14.5 

H2O (mole%) Saturated Saturated 
SO2 (ppmv) <0.3 <5 
NOx (ppmv) <5 100 
NH3 (ppmv) <5 <1 
CO (ppmv)  <10 
Particles 
(parts/cm3) 

 0.3-0.8×106 

 
 

 

Figure 2. Flue gas sources and corresponding CO2 and O2 
concentrations throughout the MEA test period (adapted from 
[1]).  

 

 

Figure 3. Operating temperatures throughout the MEA test 
period (adapted from [1]). 

 

 

Figure 4. Accumulation of various species related to oxygen 
scavenger injection 

 

2.2. Relevant findings  

Examination of the reboiler after it was taken out of 
service revealed that the failure consisted in two holes on 
the heat exchanger plates built in AISI 316L stainless 
steel. It was observed that plate thickness in the affected 
area was reduced by about 200-250 m as shown in 

Figure 5; the failure might thus have resulted from a 
corrosion/erosion origin in the context of apparently 
increased general corrosion.  
 

 

Figure 5. Cross-section SEM image of the reboiler plate region 
around the leak indicated by the arrow; original thickness 600 
m (adapted from [1]). 

 
Plant inspections did not reveal any sign of corrosion 
elsewhere in the plant. However, a red/brown layer 
believed to be corrosion product deposits originating 
from the CHP reboiler was observed on surfaces exposed 
to the solvent, e.g. solvent piping and material test racks, 
process valves, CHP stripper and internals and CHP 
reboiler. 
The period of oxygen scavenger injection (see Figure 4) 
appears to be closely related to the corrosion issues 
leading to the failure of the reboiler. The evolution of the 
chemical composition of the solvent within the scavenger 
injection period is highly relevant in this context. Rapid 
changes in metallic cation concentration (iron, nickel, 
chromium and molybdenum see Figure 6) were clear 
indications of on-going corrosion at that time, as well as 
likely precipitation of iron-based products, as 
observations previously suggested. 
 

 

Figure 6. Metal cation concentrations during the MEA test 
campaigns (adapted from [1]).   

 
Precipitation of solids (sulfates) has also been observed 
in the period of scavenger injection, this is suspected to 
have caused local flow restrictions that may have been a 
relevant factor supporting a flow enhanced damage, 
possibly in combination with the corrugated shape of the 
plates.  
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As part of a material selection assessment [1] corrosion 
coupons of different metals (including 316L stainless 
steel, bent) were placed in key locations within the 
solvent circuit. In each location there were two coupon 
racks positioned towards the top (upper) and bottom 
(lower) of the pipe. Analysis of these coupons also 
provided additional useful feed-back on the possible 
origins of the corrosion failure. 
Among all corrosion coupons locations (hot and cold lean 
solvent, hot and cold rich solvent, stripper overhead) the 
316L stainless steel specimens only showed signs of 
corrosion in the hot rich solvent (see Table 2). No 
corrosion was observed on stainless steel coupons 
exposed to the hot lean solvent. The carbon steel 
specimens were completely corroded in several 
locations, indicating generally high intrinsic corrosivity 
of the solvent. 
 

Table 2. Corrosion rate of carbon steel (CS235) and stainless 
steel (SS 316L) coupons based on 7420 hours exposure to 
solvent (from [1]) 

Location Steel type 
Corrosion rate (mm/y) 

upper lower 

Hot lean 
solvent 

CS235 >5.91 >5.95 
SS 316L 0.00 0.00 

Hot rich 
solvent 

CS235 >6.46 >6.33 
SS 316L 0.02 0.08 

Cold lean 
solvent 

CS235 1.62 1.56 
SS 316L 0.00 0.00 

Cold rich 
solvent 

CS235 >3.24 >3.25 
SS 316L 0.00 0.00 

Stripper 
overhead 

CS235 0.00 0.00 
SS 316L 0.00 0.00 

 
The solvent composition and temperature conditions in 
this location have similarities with the region where the 
corrosion damage occurred. This suggests that elevated 
temperature and the solvent composition (either or both) 
may be related to increased general corrosion rate. The 
conditions in the hot rich solvent coupon rack location 
alone, however, did not cause corrosion of unacceptable 
severity. Other factors must have contributed to the 
corrosion of the reboiler plates. Flashing of CO2, 
expected to occur in the reboiler, is likely such a factor. 
It is notable that within the same specimen location (hot 
rich solvent) the bent stainless steel coupons had quite 
different corrosion behavior and appearance depending 
on their position (see Table 2, Figure 7; for more details 
see Flø et al [1]):  
- the lower bent coupon had higher corrosion rate 
- stainless steel coupons in the lower position showed 

a red coloration (identified as iron oxides) 
- not all coupons from the same rack (or position) 

displayed the colored layer (bent stainless steel in the 
upper position did not, while other coupons in the 
upper position did; photos not shown) 

These observations may suggest that: 
- bent shape may have played a role (strain or flow 

related) 
- the red-brown deposit layer may not have played a 

significant role (some coupons with deposits did not 
corrode) 

 
 

 

Figure 7. Appearance of bent stainless steel coupons after 
exposure in the hot rich solvent location. Coupon from the 
lower position on the left (adapted from [1]). 

   
Solids precipitating (sulfates) in the period of scavenger 
injection did not appear to affect the corrosion coupons 
considerably. Deposition within the reboiler plates 
causing local flow restrictions, however, may be a 
relevant factor. 
An important detail of the reboiler plates is their 
corrugated shape. The flow regime is expected to be 
different in the space between the plates and this shape 
may provide locations for impingement to occur. This 
may be a relevant factor both in the presence of abrasive 
particles (erosion) and in their absence. 
 

2.3. Main hypotheses and scope of experimental work 

From a detailed consideration of the collected data, two 
distinct scenarios and a combination of the two have been 
explicitly considered when forming the main hypotheses 
to guide the planning of the experimental testing.  
 
1. Erosion. This hypothesis considers that erosion is both 
necessary and sufficient to cause the failure, the 
corrosivity aspect being irrelevant for this scenario. 
Erosion can remove the passive film from the stainless 
steel surface and even the regular operation conditions 
may have been corrosive enough to attack the 
unprotected stainless steel. In principle erosion could be 
severe enough to abrade the steel as well, not only the 
passive film. 
 
2. Enhanced corrosivity. According to this hypothesis 
the specific chemistry in the scavenger period can cause 
depassivation and sustain a considerably high corrosion 
rate, probably in combination with some depassivating 
effect of the amine or its degradation products. The 
erosion aspect would be in practice irrelevant in the 
context of this scenario. 
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3. Erosion and enhanced corrosivity. Erosion could 
remove passivity, but regular conditions would not be 
enough to prevent rapid repassivation to sustain 
corrosion. The specific chemistry in the scavenger period 
could sustain corrosion in the absence of a passive film 
but would not be able to depassivate the surface. 
Enhanced corrosivity could depassivate and maintain a 
certain corrosion rate, but not high enough to lead to rapid 
failure. 
 
The main working hypotheses delineated above form the 
basis for defining the scope of the experimental 
validation work, as outlined in the diagram below. 
Precipitation of solids has been observed, yet there is a 
lack of information about its nature and properties. 
Verifying the precipitation and characterization of the 
solids are therefore considered an important part of the 
scope.  
More specific aspects are discussed within the 
Experimental approach section. 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
5. Experimental approach 

5.1. Apparatus 

It is important at the outset to distinguish between two 
possible modes of operation when it comes to 
experimental design. The real-life conditions in the 
region of the reboiler where the failure has occurred are 
thought to be represented by a transition between partly 
stripped rich solvent and lean solvent. It is a dynamic 
scenario where the system may not reach thermodynamic 
equilibrium within the residence time of the solvent 
flowing through. Studying such a system experimentally 
can be done in two ways: 
- dynamic (flowing type) experiments mimicking 

closely the plant process (including continuous 
feeding and removal of solvent); this type of 
experiments may be a better representation of the 
conditions in the reboiler, but those specific 
conditions would at the same time be difficult to 
assess due to continuous transitions. 

- static (batch type) experimental series where one set 
of conditions is implemented, variations are studied 
by parametric studies (test matrix); for this approach 
thermodynamic equilibrium can be reached, the 
conditions are known with higher level of certainty, 
making correlations between parameters and results 

more robust. The static mode is preferred for most of 
the planned experiments. 

The experimental setup is to be built around a closed 
autoclave that can be operated under the desired pressure 
and temperature conditions. The setup is designed to be 
modular, allowing for both flowing and batch type of 
experiments. 
A key consideration of the test setup was that it should be 
flexible enough to allow specimens to be exposed to a 
combination of the key factors (temperature, pressure, 
flow, action of suspended solids, specific chemical 
environments) and ideally allow in situ electrochemical 
measurements to be carried out. A glass reactor allows 
visual observation of precipitation and efficient 
suspension of solid particles. 
Figure 8 presents a graphical representation of the 
envisioned test autoclave setup, where two types of 
specimens can be exposed, possibly in all experiments: 
- impeller blade specimen: mounted in special holders 

that allow rectangular specimens to be affixed to the 
end of a rotator shaft. The specimen will act as 
impeller blade which will provide enhanced flow, 
shear, entrainment of suspended solids and possibly 
entrainment of bubbles. The specimen will be 
electrically isolated from any metallic parts (e.g. the 
shaft itself) to avoid galvanic coupling 

- stationary specimens placed to receive impinging 
flow from the impeller; outfitted with electrical 
connections for electrochemical measurements 

 

 

Figure 8. Sketch of the reactor with specimens placed as both 
impeller blades and stationary 

 

5.2. Test conditions 

The “history” of the solvent may render its chemical 
composition greatly different from pristine solvent. 
Comparison of the stainless steel behavior in clean and 

Verification of 
precipitation 

 
Characterization 

Erosion 
and 

chemistry 

Erosion 

No 

Effect of parameters on corrosion and corrosion rate  
(particles, flow, temperature, bisulfite/sulfate, oxygen, used vs. 

pristine solvent) 

No 

Yes Yes Include 
particles 
where 
relevant 

Chemistry 
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used solvent from TCM may reveal whether these 
differences have a detrimental effect on the passivity of 
the steel or may affect other aspects (e.g. solubility and 
precipitation). It is therefore envisioned that experiments 
will include both pristine and used solvent. 
The majority of the experiments will fall within a 
parametric study performed in batch mode. The test 
system will reach equilibrium within the timeframe of the 
experiments, yet can initially undergo transitions, e.g. 
when starting with rich solvent and driving the conditions 
toward lean or an intermediate state of the solvent. An 
advantage implied is that the thermodynamic (and, to a 
certain extent redox) behavior of the solvent system can 
be predicted, helping technical planning and execution of 
the tests as well as interpretation of the results. 
The key parameters considered/studied to be included 
within the scope of the experimental work are listed 
below: 
Temperature: in the range relevant to rich-lean transition 
(around 120 °C), extensions to lower and higher values 
for sensitivity. 
Solvent and CO2 loading: both pristine and used solvents 
to be included, both rich and lean may be relevant starting 
solutions. Aspects of chemical composition related to 
solvent history (i.a. degradation products) are implicit. 
Oxygen and scavenger: these species are of special 
relevance and the impact of their reaction product 
(sulfate) as well as the excess of one species over the 
other is to be included 
 
To gain a better understanding of how environmental 
parameters will affect the studied system of equilibria, a 
series of scenarios have been preliminarily modelled 
using the OLI Studio software where the composition and 
speciation as a function of temperature at a given total 
pressure were predicted.  
 

CO2 loading of lean solvent 

It is envisioned that initial loading of pristine lean solvent 
shall be performed by continuous purging with pure CO2 
at low temperature and ambient pressure. Model 
calculations presented here are based on 30 mass% MEA 
and the reaction below. Dissolution of CO2 into the 
aqueous phase is also accounted for. Reaction kinetics 
are not considered. The case presented here as an 
example models the CO2 loading process at 40 C. 
 
2 MEA + CO2     MEA-COO+ MEAH+ 
 
To be noted that used lean solvent will likely not be 
completely stripped of CO2. It is expected, however, that 
reloading by this procedure would yield the same final 
conditions as loading of pristine lean solvent. 
Figure 9 shows the distribution of species during the 
loading process modelled at 40 °C.  
Up to an uptake of ca. 0.4 mol CO2 / mol MEA all added 
CO2 is predicted to be bound by the solvent (see Figure 
9). As more CO2 gas is purged through the solvent, the 

bound fraction continues to increase while some of the 
CO2 is being retained as dissolved CO2 (see lower panel 
in the same figure). After ca. 0.6 mol CO2 / mol MEA has 
been added, the dissolved CO2 will reach saturation and 
all further addition will escape into the gas phase while 
the speciation appears to remain constant. This gives a 
predictable and reproducible state with a constant 
chemical composition. Performing the loading process at 
lower temperatures will ensure that the composition will 
not be significantly altered by e.g. evaporation, resulting 
in good consistency. 
Should it be considered necessary to perform 
experiments starting with a particular loading level, it can 
be achieved by mixing the loaded stock with pristine lean 
solvent in the required proportion. 

 

Figure 9. Plot of the evolution of selected species during 
loading of MEA by purging with pure CO2 at 40 °C and 
ambient pressure 

 
 

Isobaric heating of rich test solutions 

It is expected that during temperature ramping the 
solution composition will show a transient, reaching the 
new equilibrium after some time at the target temperature 
depending on the kinetics of the processes involved. This 
implies that testing in a closed reactor at fixed conditions 
(batch testing) will give results where equilibrium can be 
assumed to have been established within the timeframe 
of the experiment. In a continuous flow system, in 
contrast, a continuous transition may be envisioned (rich 
solvent continuously fed, lean solvent removed, flashing 
of CO2).  
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To understand the behavior of the test solutions upon 
heating to a high target temperature, the process was 
modelled using the OLI Studio software starting with a 
fully loaded rich solvent (generated as described in the 
previous section and ramping the temperature from 40 °C 
to 120 °C while maintaining the reactor vessel pressure 
at 2 bar. 
As shown in Figure 10, increasing the temperature leads 
to the gradual reversal of the loading process, releasing 
more and more CO2. It is to be noted that for each given 
temperature a new equilibrium state can be reached 
characterized by a distinct distribution of species. 
Evidently, care must be taken to release the gas-phase 
CO2 to avoid excessive pressure buildup in the vessel. To 
illustrate this, the bubble point of three solutions was 
plotted in Figure 11 as the temperature was raised to 120 
°C as follows: 
- Solvent loaded with CO2 at 40 °C and ambient 

pressure (as described in section 0) 
- Solvent at equilibrium at 80 °C and 2 bar 
- Solvent at equilibrium at 110 °C and 2 bar 

While it is not expected that the pressure would rise to 
the bubble point value (since there is always a gas pocket 
present in the reactor), considerable pressure can build up 
if the released CO2 is not vented. 

 

Figure 10. Plot of the evolution of selected species as a result 
of increasing the temperature of a solution prepared as 
described in the text 

 

 

Figure 11. Plots of the bubble point as a function of increasing 
temperature for three different starting solutions 

 

Addition of oxygen and oxygen scavenger 

The modelling results indicate that addition of KHSO3 as 
oxygen scavenger is expected to affect the speciation in 
the solution as it will lower the pH. Shown in Figure 12 
are results of model calculations for various 
concentrations of added potassium bisulphite. The 
reaction with dissolved O2 was taken into account in 
these calculations. It is predicted that the equilibrium 
composition of the test solutions will change as a 
function of the added scavenger concentration for any 
given temperature. In other words, for a given test 
temperature and pressure the composition will be 
different in the presence and the absence of the oxygen 
scavenger.  
Starting solutions will be prepared by first adding the 
prescribed quantity of KHSO3 to the lean solvent, 
followed by purging the solution with air until the 
scavenger-oxygen reaction is complete, to yield the 
desired level of sulphate in solution. This will be 
performed at low temperature to avoid excessive 
evaporation and have an increased O2 solubility. The 
solvent will then be loaded with CO2; this process is 
expected to effectively purge out excess dissolved O2.  
For experiments with excess bisulphite it can be dosed as 
desired to the resulting enriched solvent.  
For experiments with excess O2 the solution can be 
purged with air or a gas mixture at low temperature to 
yield the desired dissolved O2 concentration at 
equilibrium while avoiding removal of bound CO2. 
Dissolved oxygen will not remain constant during 
testing; flashing of CO2 upon heating may remove 
dissolved O2. If it is desirable to maintain O2 in solution 
purging with air or gas mixture can be applied during 
tests as well. 
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Figure 12. Plots of the pH and concentration of selected species at equilibrium as a function of temperature and added oxygen scavenger 
 

 

5.3. Abrasive solids 

Should precipitation studies result in a reproducible way 
to generate solids in situ, it shall be implemented for the 
tests involving an erosion aspect. If in situ generation of 
particles is not successful, erosion-corrosion tests can be 
performed using inert solids, e.g. silica (sand) particles. 
These may be expected to be harder and more abrasive 
than precipitating particles.  
 
6. Way forward 
The outlined experimental work (Phase 2 of this 
collaborative effort) will be carried out as a systematic 
parametric study at the IFE laboratories closely 
coordinated with TCM, Total and Equinor. The effects of 
erosion and corrosion (as well as synergies thereof) will 
be distinguished by means of judicious testing of the 
main hypotheses, i.e. within the scopes they define, as 
described in Section 2.3; experiments targeting a given 
hypothesis will be carried out with focus on the 
particularities related to that hypothesis (erosion – 
suspended solids, enhanced corrosion – chemical 
composition, etc.). It is expected that the majority of 
experiments will be carried out in batch mode, with 
selected conditions tested in flowing mode as well. The 
actual test matrices are to be adapted constantly as needed 
in view of the obtained results. The results, 

interpretations and conclusions regarding the working 
hypotheses will be reported in a separate publication. 
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Abstract 

Topotactic conversion of layered silicates is reported to yield sodalite with enhanced frameworks, chemical 
compositions and predictable outcomes. Traditional hydrothermal synthesis results in sodalite with occluded matter 
preventing the effective use of sodalite cages for adsorption and separation applications. However, the reproducibility 
of high quality silica sodalite depends on obtaining optimized synthesis conditions and investigating the effect these 
conditions is essential. A 23 factorial design was employed to investigate the effect of process variables (acid strength, 
acid treatment time and calcination temperature) on the quality of silica sodalite produced via topotactic conversion 
in this study. XRD, SEM and Nitrogen physisorption at 77K were used for physio-chemical characterization of the 
sodalite samples. The produced sodalite crystals were used in membrane synthesis, and the membrane was tested for 
CO2/H2/N2 separation. Sodalite of desirable crystallinity and plate-like morphology was produced with surface area 
and porosity of 79.44m2/g and 0.081cm3/g, respectively. An incomplete transformation of sodalite at low acid 
concentration and treatment time was experienced. A significant improvement on surface area and pore volume was 
reported on all samples as compared to that of the hydroxy sodalite. Analysis of the regression model obtained from 
the experimental data indicates acid treatment time as an insignificant variable. The preliminary investigation of the 
application for membrane synthesis indicates enhanced porosity of the HSOD improved the membrane H2 permeance 
by 178%. 

 
Keywords: Silica sodalite, Topotactic conversion, Response surface methodology 
 

 
1. Introduction  
Increasing levels of anthropogenic CO2 have been noted 
as a major cause for environmental climate change. The 
most effective means for remediation focuses on point-
source emission such as power plants [1]. The majority 
of the world’s energy production comes from the 
combustion of fossil fuels, and an example of a system 
employed to achieve this is the Natural Gas Combined 
Cycle (NGCC) or Integrated Gasification Combined 
Cycle (IGCC) which result in large volumes of CO2 
emissions [2]. The depletion of fossil fuels and the 
increasing energy demand have led to a global movement 
towards high energy efficiency of industrial processes 
and the capture of point-source CO2 emissions [3, 4]. 
Carbon capture from power generation is possible 
through three ways; pre-combustion, post combustion 
and oxy-fuel combustion capture. Pre-combustion 
carbon capture is typically favoured in coal burning 
IGCC power generation due to the high concentration of 
CO2 in the flue gas (>20%) which improves the sorption 
efficiency and increases the heating value of the 
hydrogen fuel stream [5, 6]. For these reason a large 
amount of research has gone into the separation of CO2 
from gases such as H2 and CH4.  
Traditional large scale CO2 separation methods such as 
pressure-swing adsorption and cryogenic distillation are 
preferred due to their reliable nature, superior separation 
and low capital costs but are highly energy intensive and 

utilize environmentally damaging chemicals [7, 8]. 
Membrane systems provide an alternative with low 
energy intensity, operating and capital costs as well as 
high flux [9]. However, the high temperature and steam 
utilized in coal gasification means that membranes used 
for in pre-combustion CO2 capture need to be thermally 
and hydro-thermally stable, with good separation 
performance to make them an economically feasible 
alternative to traditional methods [9, 10]. Polymeric 
membranes form the majority of membranes current used 
in industry, however these membranes can be brittle and 
exhibit an undesirable trade-off between permeability 
and selectivity [7]. Mixed matrix membranes (MMM) 
combine the high selectivity and easily processable 
nature of polymers with inorganic materials such as 
zeolites, and are being intensively investigated for gas 
separations [1, 11-13]. One candidate material employed 
in membrane development and applicable in pre-
combustion CO2 capture is hydroxy sodalite [14, 13]. 
Hydroxy sodalite is a common zeolite with cage 
structures consisting of 4 and 6 ring sodalite cages with 
pores of approximately 2.2 Å [15-17]. Sodalite has 
shown promise in membrane applications due to its low 
framework density and small cage apertures (0.265 nm) 
which could effectively separate small atoms such as 
hydrogen (0.289 nm) from carbon dioxide (0.33 nm) [12, 
13]. Synthetic sodalite fabricated via the hydrothermal 
method typically contain less occluded water but large 
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volumes of occluded organic matter from solvents and 
structure directing agents (SDA) used during synthesis as 
well as small molecules such as hydrogen and helium 
which block pores and prevent the effective use of the 
sodalite cages [9, 14]. Removing these occluded 
materials from the cage via dehydration or calcination at 
high temperatures (> 450℃) collapses the cage, 
rendering the sodalite ineffective [14, 18, 19] 
Topotactic conversion is a relatively new synthesis 
method that enables the production of zeolite structures 
with unique new chemical frameworks, compositions 
and morphologies [20]. In the past decade a number of 
zeolites have been successfully fabricated from layered 
silicates using the topotactic conversion process, some of 
these include MWW, RUB-24 and RUB-41 [21, 22]. 
Sodalite formed through this method report the absence 
of occluded matter and increased porosity [15]. 
Moteki et al. [15] noted that that acid treatment with 
small carboxylic acids would shorten the interlayer 
distance and translate the layers in a parallel direction to 
facilitate guest exchange and produce pure silica sodalite. 
However, the samples produced after calcination were 
amorphous. This was attributed to differences in the 
interlayer environments caused by the gradual 
elimination of organic guest species. Moteki et al [19] 
went on to further understand the conversion process by 
investigating the effect of the length of the alkyl chain, 
the strength of the acid and the acid treatment time. Good 
crystallinity was observed for samples treated with acetic 
or propionic acid in concentrations from 3 to 9 M, with 
samples treated with propionic acid displaying the 
highest crystallinity. While those treated with formic or 
butyric acid resulted in amorphous products after 
calcination.  The use of 1M propionic acid resulted in low 
crystallinity which was attributed to poor ion exchange 
and non-uniform interlayer distances. The crystallinity of 
the samples increased with increasing acid treatment time 
from 10 seconds to 10 minutes, no further improvements 
for samples treated up to 3 hours were recorded but 
residual TMA+ cations were noted in samples treated for 
less than 3 hours. In spite of inconsistencies in the results, 
Moteki and his associates concluded that effective 
synthesis of pure silica sodalite through topotactic 
conversion is realizable [19]. 
Koike et al. [20] proposed a stepwise method including 
intercalation of N-methylformamide (NMF) into the acid 
treated RUB-15 before calcination for the synthesis of 
silica sodalite. Furthermore, the authors use both HCl and 
acetic acid to treat the RUB-15. All samples prepared 
using HCl were reported to be amorphous after 
calcination while plate-like sodalite was successfully 
synthesized with acetic acid (6M). In addition, the role of 
the NMF was suggested to be similar to that of the SDA, 
but yielded an inferior quality of sodalite to those 
produced hydrothermally. 
Evidently, previous studies have shown inconsistencies 
in the synthesis of silica sodalite produced via topotactic 
conversion thereby diminishing its reproducibility. 
Furthermore, the influence of synthesis conditions is 
shown to be a major hurdle. In depth understanding of the 
influence of synthesis conditions would be paramount to 
developing a robust technique for the reproducible 
synthesis of silica sodalite via topotactic conversion. This 

study investigated the effect of synthesis conditions on 
the textural and morphological quality of silica sodalite 
produced in order to optimize the pore volume of the 
synthesized sodalite. A preliminary investigation on the 
application of the produced crystals in membrane 
synthesis and application was carried out as well. 
 

2. Experimental 

2.1 Materials 

Tetra-ethoxysilane (TEOS, reagent grade 98%, Sigma-
Aldrich, South Africa), tetrametyl ammonium hydroxide 
(TMAOH, 25wt.% in water, Sigma-Aldrich, South 
Africa) and acetone (Sigma-Aldrich, South Africa) were 
used for the synthesis of RUB-15. Propionic acid 
(>99.5wt.%, Sigma-Aldrich, South Africa) was used for 
the acid treatment of RUB-15 in the synthesis of silica 
sodalite. Sodium metasilicate (Sigma-Aldrich, South 
Africa), sodium hydroxide pellets (Sigma-Aldrich, South 
Africa) and anhydrous sodium aluminate (Sigma-
Aldrich, South Africa) was used for the production of 
hydroxy sodalite (HSOD) for comparison. Membranes 
were prepared from polysulfone (PSf, beads 
(transparent), Sigma-Aldrich, South Africa) and N,N-
Dimethylacetamide (>99.9%, Sigma-Aldrich, South 
Africa). Pure gas cylinders were purchased from Afrox, 
South Africa (N2, H2, CO2, >99.9%). 

2.2 Synthesis methods 

The procedure stipulated by Moteki et al. was used for 
the synthesis of RUB-15 [19]. TEOS and TMAOH were 
combined in a 1:1 molar ratio and stirred for 24 hours to 
homogenize. The solution was then placed in a Teflon 
autoclave and heated at 413 K for 7 days. RUB-15 was 
recovered as a white waxy substance, which was washed 
with acetone, separated by centrifugation and dried 
overnight at 333 K in a convection oven to yield a white 
powder.  
The obtained RUB-15 (0.1 g) was dispersed in propionic 
acid (30 ml) of varying concentrations (1-5 M) and 
stirred at 900 rpm for various time periods (10-180 
minutes). The solution was separated by centrifugation, 
washed repeatedly with deionized water and dried in a 
convection oven overnight at 333 K. The samples were 
then calcined for 5 hours at temperatures between 1073 
and 1173 K. 
HSOD crystals were synthesized by hydrothermal 
synthesis using sodium metasilicate, sodium hydroxide 
pellets, anhydrous sodium aluminate, and deionized 
water as described by Daramola et al. [14]. 

2.3 Characterization of synthesized particles 

Powder X-ray diffraction (XRD) patterns were 
performed on both the precursor RUB-15 layers as well 
as the calcined sodalite using a Bruker D2 XRD with 
CuKα radiation (λ = 1.54060 Å) to analyze the crystalline 
and amorphous nature of the sodalite. Scanning electron 
microscopy (SEM) was conducted on a Carl Zeiss sigma 
field emission scanning electron microscope equipped 
with Oxford X-act EDS detector to examine the surface 
morphology and elemental composition of the samples. 
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Single point Brunauer-Emmett-Teller (BET) analysis 
was conducted from the results of Nitrogen Physisorption 
at 77 K, to determine the surface area (SA) and pore 
volume (PV) and pore size (PS) of the sodalite samples.   

2.4 Experimental design 

A statistical approach using response surface 
methodology was employed to investigate the effect of 
synthesis variables on sodalite quality. A 23 full factorial 
design was utilized to reduce the number of experimental 
runs as opposed to traditional design methods as well as 
to account for the main and interactive effects of the 
variables. Design Expert v.11 Software (Stat-Ease, USA, 
2018) and Matlab software (2016) was used to 
statistically analyse the experimental data. The 23 
factorial design was implemented to investigate 3 factors 
at 2 levels producing a minimum of 8 runs. Three factors 
were considered; acid concentration (A), acid treatment 
time (B) and calcination temperature (C). The 2 levels 
and the mid-level (also referred to as the center point) 
utilized for each factor as tabulated in the experimental 
design scheme (Table 1).  

 Table 1: Experimental Design Scheme 

Run 
Coded Values Actual values 

A B C A B C 
M minutes K M minutes K 

SSOD 1 1 1 -1 5 180 1073 
SSOD 2 -1 1 -1 1 180 1073 
SSOD 3 1 -1 -1 5 10 1073 
SSOD 4 -1 -1 -1 1 10 1073 
SSOD 5 1 1 1 5 180 1173 
SSOD 6 -1 1 1 1 180 1173 
SSOD 7 1 -1 1 5 10 1173 
SSOD 8 -1 -1 1 1 10 1173 
SSOD 9 0 0 0 3 95 1123 

A) Acid concentration; B) Acid treatment time; C) Calcination 
temperature  

The center point was included in the study to improve 
statistical significance and aid in exploring the curvature 
effect in the design space [23]. Due to limited resources 
a single replicate was utilized preventing the estimation 
of pure error. It was assumed that the system was 
dominated by the main effects and low-order 
interactions, following the effect sparsity principle [24]. 

2.5. Model Formulation 

A general regression model was assumed (Equation 1) 
and the experimental data was utilized to determine the 
best model.  Design Expert v.11 Software (Stat-Ease, 
USA, 2018) and Matlab Software (2016) were used to 
investigate ten candidate models.  𝑦 = 𝛽 + 𝛽 𝐴 + 𝛽 𝐵 +  𝛽 𝐶 +  𝛽 𝐴𝐵 +  𝛽 𝐵𝐶 + 𝛽 𝐴𝐶 +  𝛽 𝐴𝐵𝐶 ± 𝜖          Equation 1 
In Equation 1, y represents the system response (pore 
volume), βo the intercept of the regression line, βa,b,c the 
regression coefficients for the respective synthesis 
variables A (acid concentration), B (acid treatment time) 
and C (calcination temperature), with ϵ being the mean 
square error. 

An ANOVA test was performed on each candidate model 
and the P values (within 95% confidence interval) for 
each model term and the model as a whole was assessed 
to determine significance. Lacks of fit tests of the 
suggested model were also calculated within a 95% 
confidence interval, the coefficient of determination (R2), 
the adjusted R2 as well as the mean square error were 
evaluated to produce the suggested model. 

2.6. Membrane synthesis and single gas permeation 
tests 

Membrane synthesis followed the phase inversion 
technique as documented elsehwere [18].  To fabricate 
the membranes, individual measurements of SSOD (0 
and 5 wt. %) as well as HSOD (5 wt. %) were mixed with 
20 ml of N,N Dimethylacetamide for 3 hours before 5 g 
polysulfone was added and stirred for a further 24 hours. 
The mixture solution was repeatedly ulltra-sonicated and 
mixed to ensure a homogeneous mixture. The solution 
was cast into a thin film membrane using a “doctor” blade 
and a glass plate. Membranes were immediately 
submerged in deionized water and soaked for 24 hours. 
The membranes were then oven dried at 333 K for 2 
hours. Membrane thickness (l) was measured using a 
digital outside micrometre (InSize, 3109-25A). 
The single gas permeation tests were carried out using 
pure component of N2, H2, and CO2 in a custom-built 
separation rig using a membrane area (A) of 9.6 cm2. The 
feed upstream pressure was set to 1 barg at ambient 
conditions (temperature = 298K). The pure gas 
permeability (P) was calculated following Equation 2 in 
Barrer (1 Barrer = 1×10-10 cm3(SPT).cm/cm2.s.cmHg) 
[9, 12]. The volumetric gas flowrate (Q) and 
transmembrane pressure (∆p) were measured from the 
rig. Dividing permeability by membrane thickness yields 
the membrane permeance. Measurements were converted 
to SI units   
(1 Barrer = 3.35×10-16  mol.m/m2.s.Pa). 𝑃 =    ∆  .        Equation 2 

From the individual permeability, the ideal selectivity (α) 
for gas A over gas B was calculated using Equation 3. 𝛼 / =          Equation 3 

 

3. Results and discussion 

 3.1. Physio-chemical characterization 

3.1.1. Crystallinity and morphology 

The RUB-15 synthesized displayed some of the 
characteristic peaks shown in literature such as the peaks 
at 2θ= 15° and 22° (Figure 1) [25, 26, 15]. However, 
the strongest characteristic peak at 2θ = 6.3° is not present in the XRD pattern. A significant amount of noise is present and the low crystallinity suggests a high volume of intercalated TMA+ cations [19]. The 
SEM images of the RUB-15 depict the plate-like 
morphology of similarly sized and shaped plates, 
superposed onto one another in agreement with Moteki 
et al [19]. 
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Figure 1: XRD pattern for synthesized RUB-15. 

The HSOD synthesized hydrothermally for comparison 
shows correctly positioned XRD diffraction peaks and 
good crystallinity (Figure 2) in line with the work 
conducted by Daramola, et al and the IZA simulated 
octahydrate standard [14, 27]. In comparison to the 
sodalite synthesized via topotactic conversion the HSOD 
displays higher crystallinity and a greater number of the 
characteristic peaks.  
The samples prepared from the propionic acid treatment 
and calcination of synthesized RUB-15 displayed XRD 
patterns (Figure 2) with two of the characteristic peaks of 
the IZA SOD standard, specifically at 2θ= 12.2° and 
21.2° [27]. All of the samples display a large volume of 
noise and an amorphous hump indicating incomplete 
transformation of the crystalline phase due to the 
formation of intra-layer Si-O-Si bridges [28]. 
Considering the poor crystallinity of the synthesized 
RUB-15 precursor, poor crystallinity is expected in the 
produced sodalite samples. Silica sodalite sample 4 
(SSOD4) was initially dominated by noise and impurities 
(as seen by the background pattern) but when repeated 
displayed the significant peaks at low intensities and a 
smooth pattern as shown in Figure 2. This clearly 
highlights an inconsistency in reproducibility. The 
intensity of diffraction peaks was seen to decrease with 
increasing sample number and a tradeoff between the 
second peak (2θ = 21.2°) and hump intensity was evident 
in the remaining samples. This may be attributed to 
incorrect layer translation with lower acid strength and 
treatment time [15].  

 

Figure 2: XRD pattern for sodalite samples (SSOD Run 1-9, 
RUB-15, HSOD and the IZA simulated sodalite standard) 

SEM images of the synthesized HSOD show spherical 
morphology consisting of agglomerated rod-like 
structures (Figure 3b). SSOD2 and SSOD3 were 
determined to be of the closest morphology to RUB-15 
(Figure 3c and 3d), showing plate-like morphology of 
larger, irregular sized plates with curled edges 
superposed on one another. This is similar but not 
identical to that of RUB-15 which depicts the layering of 
smaller plates (Figure 3a). This is attributed to 
inconsistencies in the thickness of the plates resulting in 
thinner plates becoming more wrinkled and curled during 
the condensation process [28]. SEM imaging on 
SSOD 4-9 produced a plate like morphology and varying 
degrees of curling which can be seen in the 
supplementary data. 

 
Figure 3: SEM imagines of a) RUB-15; b) HSOD; c) SSOD2; 
d) SSOD3  

3.1.2. Textural properties 

The pore volume produced from Brunauer-Emmett-
Teller (BET) analysis results were used as the model 
response [29]; the determined model was then utilized to 
define optimum synthesis parameters in order to 
maximize the response. 
HSOD was synthesized to form a baseline for comparing 
the sodalite surface area and pore volume. The HSOD 
surface area (SA) and pore volume (PV) were 2.35m2/g 
and 0.012cm3/g, respectively. SSOD 2 displayed the 
highest surface area and pore volume, with suitable XRD 
results and SEM images. Moteki and associates [19] 
concluded that at low acid concentrations poor 
crystallinity was produced, presumably due to a low 
degree of ion exchange, yet in this study SSOD2 
synthesized at low acid concentration, low acid treatment 
time and low calcination temperature yielded the greatest 
surface area and pore volume. BET results for SSOD2 
yielded a surface area and pore volume of 79.44m2/g and 
0.081cm3/g, respectively. All samples showed increased 
surface area and pore volume with decreased pore size, 
relative to HSOD (Table 3). SSOD 2 and 3 were 
identified to be of the best quality despite conflicting acid 
concentrations.  
Significant reductions in pore size of the synthesized 
sodalite nanoparticles as compared to hydroxy sodalite 
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were also observed. The synthesized silica sodalite 
nanoparticles are characterized as mesoporous with pore 
diameters between 2-50 nm. The small porosity could be 
instrumental to separating small molecules such as H2 
H2O and NH3 from bigger molecules. 

Table 2: BET results for synthesized samples 

Run 
BET Results Relative to HSOD 

SA PV PS SA PV PS 
m²/g cm³/g nm m²/g cm³/g nm 

SSOD1 42.91 0.065 6.09 18.29 5.49 0.30 

SSOD2 79.44 0.081 4.08 33.87 6.81 0.20 

SSOD3 70.54 0.072 4.07 30.07 6.03 0.20 

SSOD4 43.61 0.064 5.87 18.59 5.37 0.29 

SSOD5 18.85 0.046 9.81 8.04 3.89 0.48 

SSOD6 26.02 0.052 7.96 11.09 4.35 0.39 

SSOD7 23.38 0.051 8.76 9.97 4.30 0.43 

SSOD8 42.27 0.064 6.06 18.02 5.38 0.30 

SSOD9 21.74 0.049 8.97 9.27 4.10 0.44 

HSOD 2.35 0.012 20.29 1.00 1.00 1.00 
 

3.2. Pore volume regression model 

Response surface methodology was utilized to better 
understand the main and interactive effects of the 
topotactic synthesis variables on the porosity of the 
sodalite produced. The half-normal (Figure 4a) and 
Pareto Plots (Figure 4b) were evaluated to determine the 
significant factors. Factor C- temperature and Factor A- 
acid concentration fall to the right of the half-normal plot 
and were recommended as key factors. Factor C- 
temperature has a much greater standardized effect and 
this can be seen in the Pareto plot where only factor C- 
temperature is likely to be a significant model term. 
Multiple candidate models (linear, 2 and 3 factor 
interaction, quadratic) were examined for the best fit to 
experimental data using regression analysis. The 
majority of these models produced good regression 
coefficients but high P values leading to an insignificant 
model. In all candidate models factor B- acid treatment 
time had an exceptionally high P value and was 
determined to have close to no effect on the response, for 
this reason it was removed from the model equation and 
should not be considered a critical synthesis parameter 
for future work. This result is corroborated by the report 
of Moteki et al, where no difference in sodalite 
crystallinity for samples treated for 10 minutes as 
opposed to those treated for 3 hours was reported [19]. 
A model utilizing factors A and C was adopted as the best 
fit to experimental data, displaying high regression with 
sufficiently low p-value. The empirical model suggested 
to relate synthesis variables to pore volume is expressed 
in Equation 4. 𝑃𝑉 = 0.2599 − 1.64𝑋10 𝐴 − 1.72𝑋10 𝐶 ±  2.98𝑋10         
          Equation 4 

ANOVA analysis of the suggested model revealed a 
significant model of a sufficiently low probability value 
of 0.0428 (P <0.05) within a 95% confidence interval. 
While good correlation between the experimental values 
and the regression model as stated by the coefficient of 
determination (R2) of 0.7164 was observed, this value is 
not as close to 1 as desired. This indicates 28.36% of the 
total variation was unexplained by the suggested model 
as can be seen from the spread of points from the 
regression line on the graph of experimental and 
predicted values in Figure 4c.The greater the F value for 
each term, the greater the effect that variable will have on 
the response [30].  
Factor C was concluded to be a significant model term 
with a p-value of 0.021 (p < 0.0500) and F value of 8.4 
indicating a significant contribution to the response. An 
adequate precision value of 5.127 was calculated. This 
represents the signal to noise ratio. As the value is above 
4, the signal was determined to be of adequate strength to 
navigate the design space (Table 4). A low coefficient of 
variance (C.V. %) indicates the good reliability and high 
precision in the suggested model, the calculated value of 
12.12 % shows adequate reliability and precision. The 
graph of internally studentized residuals (Figure 4d) 
confirms the independence assumption and exhibits 
random scatter. All points fall within the limits and the 
absence of clustered data confirms satisfactory fit of the 
proposed model. 

 
Figure 4: a) Half-normal; b) Pareto chart; c) Predicted versus 
actual values; d) Residual versus run plot 

Table 3: Analysis of variance for main effects of the variables 

Source Sum of 
squares 

df Mean F-
value 

p-
value 

Model 67.8×105 2 33.9×105 6.315 0.043 
A 8.63×105 1 8.63×105 1.609 0.261 
C 59.1×105 1 59.1×105 11.020 0.021 

Curvature 0.000154 1 1.54×105 2.8687 0.151 
Residual 0.000268 5 5.36×105 
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Cor Total 0.0011 8 
   

 

Table 4: Statistical parameters 

Std. Dev. 0.007 R² 0.716 

Mean 0.060 Adjusted R² 0.603 

C.V. % 12.115 Adeq Precision 5.128 
 
The 3-D response surfaces and 2-D Contours visually 
describe the effects of the independent variables and their 
interactions on the response. The curvature of the system 
was found to be insignificant in the ANOVA analysis 
however, removing this term renders the model 
insignificant. The lack of curvature in the design space 
can be seen by the straight contour lines in Figure 5b. 
Lower acid strength and lower calcination temperature 
can be seen to produce greater pore volume of the 
nanoparticles. It could be speculated that lower acid 
strength correlates to a lower degree of ion exchange and 
the inhibition of well-ordered silicate layers, thereby 
resulting in poor crystallinity [19]. Thus it could be 
explained that the high surface area and pore volume 
produced is as a result of high degree of ion exchange 
between interlayer TMA+ and H+ cations leading to the 
rapid formation of Si-OH bonds with greater removal of 
TMA+ cations, resulting in enhanced cage dimensions 
[19]. Lower calcination temperature is favourable for 
increased porosity as decomposition of interlayer 
propionic acid is limited (>873 K). Complete removal of 
organic matter at higher temperatures through the small 
sodalite cage aperture could result in the collapse of the 
cage structures and reduced porosity [31]. 

 
(a) 

 
(b) 

Figure 5: (a) 3-D response surface and (b) 2-D contour 
diagram showing the interaction between acid strength (A) 
and calcination temperature (C) at (B = 95 min) 

3.3. Model validation 

Synthesis variables were tested for reproducibility and 
model confirmation (Table 5). New RUB-15 was 
synthesized following the same procedure and found to 
have a higher crystallinity than that initially reported in 
this study. While this facilitated greater crystallinity in 
the product, the pore volume of the produced sodalite 
samples exhibited a large error in relation to the model 
predicted values. This highlights problems with 
reproducibility of the process and the modeling of 
synthesis factors due to the 2-stage synthesis; synthesis 
of RUB-15 and conversion to SSOD. 

Table 5: Model validation 

A B C Experimental 
(cm3/g) 

Predicted 
(cm3/g) 

Error 
(%) 

1 180 1173 0.043 0.057 32.56 
5 180 1173 0.061 0.050 18.03 

 
Optimization was conducted maximizing surface area 
and pore volume and minimize pore size while keeping 
the synthesis parameters within the upper and lower 
limits. An optimal surface area, pore volume and pore 
size of 56.72 m2/g, 0.074 cm3/g and 0.5026 nm 
respectively were proposed at 1M, 95 minutes and 1073 
K. Low calcination temperatures were desirable to 
maximize both surface area and pore volume. 
 

4. Membrane synthesis and single gas 
permeation tests  
A preliminary study was conducted to investigate the 
synthesis and performance of mixed matrix membrane 
obtained using the SSOD (SSOD infused PSf 
membranes). The synthesized SSOD (5 wt. %) and 
HSOD (5 wt. %) were infused into polysulfone (PSf) and 
tested for the separation of H2/CO2. These membranes 
displayed an asymmetric morphology common to 
polysulfone (SEM images are not shown in this article) 
[32, 18]. Results of single gas permeation reveal that 
addition of SSOD with enhanced porosity displayed H2 
permeance of 178% higher than that of a PSf membrane 
infused with HSOD (see Table 6). This permeance is in 
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slightly lower than that reported for other 
zeolite/polysulfone membranes [33, 34].  The addition of 
the sodalite particles lowered the membrane selectivity 
compared to the pure PSF membrane however; the higher 
porosity SSOD yielded lower ideal selectivity (1.06) than 
that of the HSOD (1.32). This was attributed to 
membrane defects and high particle agglomeration of the 
SSOD. The selectivity displayed by the membranes falls 
within the range of pure gas selectivity reported in 
literature (0.083-4.64) [35, 36]. This is encouraging but 
further studies and mixed gas separations are required to 
improve on the separation performance of the 
membranes. 

Table 6: Preliminary pure gas permeation results at 1 barg and 
298 K 

MMM Pure Gas Permeance 
(×10-9 mol/m2.s.Pa) 

Perm-Selectivity 

H2 N2 CO2 H2/CO
2 

H2/N
2 

N2/CO
2 

PSf 2.73 1.98 1.97 1.38 1.38 1.00 

HSOD 
(5%) 

7.31 5.84 5.55 1.32 1.25 1.05 

SSOD 
(5%) 

7.60 7.34 7.16 1.06 1.03 1.03 

 

5. Conclusion 
Silica sodalite, with enhanced porosity, has been 
synthesized via topotactic conversion. A 23 full factorial 
design with “a center” was employed to optimize 
synthesis factors; acid strength, treatment time and 
calcination temperature. All sodalite samples showed 
some degree of amorphorization. SSOD 2 displayed the 
best surface area, pore volume and pore size, which was 
of the samples produced showed improved surface area 
and pore volume relative to HSOD. It was assumed that 
the system was dominated by the main effects and low-
order interactions, following the effect sparsity principle 
[24]. A 1st order regression model was developed 
utilizing Design Expert v.11, the model produced showed 
good correlation to the model with a R2 of 0.716. 
Calcination temperature was shown to be the only 
statistically significant model term, decreasing the 
temperature was found to improve the sodalite pore 
volume.  Acid treatment time was found to have no effect 
on the response and the effect of acid strength was also 
insignificant. Optimum parameters were proposed at 1M, 
95 minutes and 1073 K. Further study is required to 
determine optimal variable conditions that yield high 
quality sodalite with the desired morphology with 
improved reproducibility. Furthermore, the membranes 
produced using the porosity-enhanced sodalite displayed 
comparative H2/CO2 separation performance with 
literature. Further research and development (R&D) is 
necessary to optimize the synthesis and performance of 
the membrane in order to produce a competitive 
membrane-based technology for pre-combustion CO2 
capture. 
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Abstract  
Carbon Capture in Molten Salts (CCMS) is an absorption-based method of separating CO2 from a flue gas or industrial 
gas through a thermal swing technique, where the sorbent is dissolved or partially dissolved in molten salts. The 
method takes advantage of the reversible carbonation reaction of alkaline earth metal oxides and has previously been 
studied with CaO as sorbent, showing excellent absorption capacity, regeneration and cyclability compared to similar 
methods. If the molten salt contains certain alkaline metal halides, these may react with the formed metal carbonates 
in an exchange reaction, shifting the equilibrium towards further carbonation. The CCMS process is however energy 
intensive and the regeneration of the sorbent has been identified as a main cost driver due to high operating 
temperatures and high reaction enthalpy. In this study, a screening of alternative chemical systems with MgO, SrO 
and CaO as sorbents has been performed. The aim is to find chemical systems with lower operating temperatures and 
reaction enthalpies that work as efficiently as in previous studies, as this could reduce energy demand and thus 
operational costs. Promisingly high reaction stability and conversion ratio was found with MgO-FLiNaK, but more 
experiments are needed to see if the absorption efficiency may be sufficiently improved. SrO-NaCl-CaCl2 showed an 
even higher conversion ratio, but lower reaction stability which may be improved in a different salt mixture. 
Furthermore, it was found that the chemical system CaO-LiF-CaF2, which has been very efficient in previous studies, 
seemed to have no active exchange reaction when the CaF2 was replaced by CaCl2. Another new finding is that even 
though studies have shown that CCMS may operate well above the solubility limit of the sorbent, the sorbent does 
need to have a certain solubility in the melt in order to absorb any CO2.  

Keywords: Carbon Capture in Molten Salts (CCMS), Carbonate Looping, Metal Oxides as CO2 sorbents 

1. Introduction
In the 2018 special report on the 1.5DS from IPCC, all 
four pathways involve net negative CO2 emissions after 
year 2050 [1]. It is highly unlikely that the required rate 
of emission reductions can be covered by a transition to 
renewable energies alone, which means that carbon 
capture and storage (CCS) will have to play an important 
role in reaching the climate goals.  
Carbon Capture in Molten Salts (CCMS) is a high-
temperature carbon capture technology which could be 
especially interesting for industrial processes with 
residual heat at high temperatures, such as ferro-silicon 
or cement production. The method builds upon the same 
chemical principle as Calcium Looping (CaL), where 
CaO reacts reversibly with CO2, as described in eq. (1). 𝐶𝑎𝑂 𝑠 + 𝐶𝑂 ↔ CaCO 𝑠   (1) 
Through a thermal swing technique, the CO2 may be 
alternately absorbed and desorbed around an equilibrium 
temperature T∆G=0, around 885°C in the case of eq. (1). 
Alternatively, a pressure swing technique may also be 
used.  
CCMS differs from CaL in that the sorbent is dissolved 
or partially dissolved in molten salts. The sorbent may 
also be other alkaline earth metal oxides (MO), as 
described on its general form in eq. (2). 𝑀𝑂 𝑠,𝑑𝑖𝑠𝑠 + 𝐶𝑂 ↔ 𝑀𝐶𝑂 𝑠,𝑑𝑖𝑠𝑠   (2) 
M: Ca, Mg, Sr, Ba, Be.  

Most salts that are used in the melt are inert to the sorbent, 
but certain alkaline metal halides (AH) lead to an 
exchange reaction, as in eq. (3). 𝑀𝐶𝑂 (𝑠,𝑑𝑖𝑠𝑠) + 2𝐴𝐻(𝑙) ↔ 𝑀𝐻 (𝑙) + 𝐴 𝐶𝑂 (𝑠,𝑑𝑖𝑠𝑠) 

 (3) 
A: Li, Na, K, Rb, Cs 
H: F, Cl.  
This keeps the activity of the MCO3 low, shifting the 
equilibrium in eq. (2) towards further carbonation [2, 3], 
and thus enabling an even higher absorption efficiency 
and conversion ratio than in a melt with no alkaline metal 
halide.  
This leads to the total reaction in eq. (4). 𝐶𝑂 + 𝑀𝑂(𝑠,𝑑𝑖𝑠𝑠) + 2𝐴𝐻(𝑙) ↔  𝑀𝐻 (𝑙) + 𝐴 𝐶𝑂 (𝑠,𝑑𝑖𝑠𝑠)  (4) 
Generally, the melt also needs to contain some inert salts 
in addition to the chemically active AH. The role of the 
inert salt is mainly to reduce the melting point of the melt, 
as salt mixtures generally have lower melting points than 
pure salts, and in this application a melting point well 
below the equilibrium temperature of eq. (4) is needed. 
Other important properties of the salt mixtures are 
explained later in this section.  
A simplified flowchart of the CCMS system is illustrated 
in figure 1. The equilibrium temperature T∆G=0 and 
reaction enthalpy ∆H will vary depending on the chosen 
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MO and AH. One hypothesis from earlier studies is that 
even though the thermochemical properties of the total 
reaction in eq. (4) is governing in the system, the 
properties of the main reaction in eq. (2) and the 
exchange reaction in eq. (3) also could affect the reaction 
equilibrium.  

 

Figure 1: Simplified flowchart of the CCMS process.  

CCMS has previously been studied with CaO as sorbent 
and has shown very promising results with respect to 
absorption capacity, regeneration and cyclability [2, 4-6]. 
The hypothesis is that the continuous dissolving of the 
sorbent and the carbonates in the molten salts liberates 
sorbent surface area for the CO2 to react with, leading to 
faster reaction kinetics than in the solid state. The method 
also shows excellent cyclability: while similar methods 
operating in the solid state, such as CaL, experience great 
challenges with degradation of the sorbent after a few 
cycles [7, 8], experiments with CCMS have been done 
with up to 12 cycles without any detectable degradation 
of the sorbent [9]. Furthermore, chemical systems with 
exchange reaction have shown close to total absorption 
of CO2 from synthetic flue gas with 14vol% CO2, until 
saturation of the sorbent. On the other hand, regeneration 
tends to be less efficient in such chemical systems, as the 
alkaline carbonates are more stable [2].  
The process is energy intensive and the regeneration of 
the sorbent has been identified as a main cost driver, as 
this in an endothermal reaction operating at high 
temperature. Consequently, the reaction enthalpy ∆H is 
an important parameter for operational costs, as well as 
the equilibrium temperature T∆G=0.  
The aim of this study is to investigate alternative 
chemical systems for CCMS, preferably with low ∆H and 
T∆G=0 in order to reduce energy demand and thereby 
operational costs, as well as generally exploring the 
properties of alternative chemical systems.  
This is first done through a theoretical modelling of 
thermochemical properties of eq. (2)-(4), with all 
combinations of alkaline earth metal oxides (MO) as 
sorbent and alkaline metal halides (AH) as active salt, as 
listed in eq. (2) and (3). The data is found in the database 
HSC Chemistry 6.12 [10]. Based on the modelling, some 
promising chemical systems are then chosen for an 
experimental screening. The systems are chosen based 
mainly on the properties of the total reaction in eq. (4), 
but knowledge to suitable salt mixtures is also a limiting 

factor. These need to have properties such as melting 
point at least 100°C below the equilibrium temperature, 
low vapor pressure, low viscosity, and they must not 
hydrolyse in contact with water or form stable 
carbonates. Melting points of potential salt mixtures are 
found in the database ACerS-NIST 3.1 [11], and further 
properties are found through literature search.  
2. Modelling 
An excerpt of the modelling is given in table 2, below the 
reference list. The table displays the equilibrium 
temperature T∆G=0 and the reaction enthalpy ∆H at this 
temperature for the main reaction in eq. (2), the exchange 
reaction in eq. (3) and the total reaction in eq. (4). This is 
done for each relevant alkaline earth metal oxide (MO) 
combined with the different alkaline metal halides (AH). 
Promising combinations should have a low equilibrium 
temperature, but higher than 400°C (with respect to the 
possibility of using residual heat for power production), 
and a reaction enthalpy as low as possible. For reference, 
the most absorption- and desorption efficient chemical 
system in previous studies has been CaO-LiF, with T∆G=0 
= 950°C and ∆H = -161 kJ/mol. Alternative chemical 
systems should have lower values than this.  
Systems with BeO and BaO are left out of table 2, as 
these do not have an equilibrium temperature within the 
desired range and are therefore not suitable for carbonate 
looping.  
The systems that stand out as interesting in this 
modelling, are mainly MgO along with fluorides, with 
equilibrium temperatures from 410°C to 675°C and 
reaction enthalpies below (absolute value) 136 kJ/mol, as 
well as SrO along with certain chlorides, with 
equilibrium temperatures from 396°C to 785°C and 
reaction enthalpies below (absolute value) 127 kJ/mol.  
3. Experimental  

3.1 Equipment and preparations 

The experimental setup, as shown in figure 2, consists of 
a tubular electric furnace and a reactor in stainless steel. 
A ceramic tube separates the reactor and the furnace, for 
protection of the heating elements in the furnace. The 
reactor contains a nickel crucible (5.2cm x 16cm inner 
diameter and height) which in turn contains the molten 
salt and the sorbent. All equipment which is in contact 
with the salt during experiments is made from nickel, due 
to the very corrosive conditions around molten salts. The 
inlet gas, a synthetic flue gas with 14vol% CO2 
(99.995%) in N2 (99.999%), controlled by mass flow 
controllers (Mass-stream, M+W Instruments GmbH) and 
logged in LabView 8.2, is led through a nickel pipe (7mm 
inner diameter) to the bottom of the melt. The gas bubbles 
through the molten salt, where the CO2 reacts with the 
sorbent. The outlet gas is led through tubes (PTFE, 
4x6mm) to an electrostatic filter where traces of salt are 
removed, and further to an FTIR (Thermo Scientific, 
Nicolet 6700 model) for gas analysis. The FTIR 
interferometer is held at 120°C for at least 24h before 
experiments. A thermocouple of type S (Pt10%Rh-Pt) or 
type K (NiCr-NiAl) measures the temperature in the 
melt. A small, continuous flow of Ar (99.99%) through 
the furnace ensures inert atmosphere around the reactor 
to reduce corrosion.  
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In all experiments, 10wt% sorbent and eutectic salt 
mixtures are used, as long as the eutectic concentration is 
known. The sorbents CaO (Sigma-Aldrich reagent, 96-
100.5%), MgO (VWR, 99.3%) and SrCO3 (Sigma-
Aldrich, >98%) were calcined before experiments. The 
calcination was done at 1000°C for 3h and 10h for CaO 
and MgO respectively, and SrCO3 was calcined to SrO at 
1200°C for 10h. CaCl2•2H2O (VWR, 100.3%) was dried 
under Ar atmosphere through the procedure described by 
Freidina and Frey (2000) [12] to remove all the 
crystalline water, due to its hygroscopic nature. The 
CaCl2•2H2O is heated to 300°C at 0.5°C/min, then to 
800°C at 2.78°C/min and held at 800°C for 10h. Other 
salts that are used are CaF2 (Sigma-Aldrich, 99.9%), LiF 
(Sigma-Aldrich, 98.5%), NaF (VWR, 100%), KF (VWR, 
99%), ZnCl2 (Sigma-Aldrich, 98-100.5%), KCl (Sigma-
Aldrich, 99.5-100.5%) and NaCl (Sigma-Aldrich, 
>99.8%). These are dried in a heating cabinet at 200°C 
for at least 24h.  

 

Figure 2: Schematic representation of the experimental setup. 

3.2 Experimental procedure 

Before experiments, the nickel crucible is filled with as 
much powder salts and sorbent as there is room for. When 
melted, the volume of the salt is strongly reduced and the 
final melt height under the experiments varies from 2-7 
cm, depending on the densities of the salts. The crucible 
is placed in the reactor and in the furnace, and the nickel 
pipe and the thermocouple are put in place as illustrated 
in figure 2, but above the powder salt. 0.2 L/min N2 flows 
through the nickel pipe for inert atmosphere while the 
furnace heats up. Once the salt is melted, the nickel pipe 
and thermocouple are lowered to around 1 cm above the 
bottom of the crucible. The flow of N2 through the melt 
ensures mixing of the salts and sorbent for at least 30 

minutes while the temperature stabilizes. Also, the FTIR 
is purged with 0.6 L/min of N2 for at least 30 minutes 
before every experiment.  
When the temperature is stable at the chosen absorption 
temperature, the experiment is started by turning on 
14vol% CO2 in the inlet gas. The CO2 concentration in 
the outlet gas is then measured until it is close to the same 
as in the inlet gas. Absorption calculations are based on 
these concentration measurements, where the conversion 
ratio is defined as the amount of absorbed CO2 as a 
fraction of the theoretical maximum, given that one mole 
of sorbent can react with one mole of CO2. The carrying 
capacity is defined as the mass of absorbed CO2 as a 
fraction of the mass of sorbent in the melt.  
Melt heights are found after the experiment by measuring 
the height from the top of the crucible to the crust of the 
cooled salt. In some cases, this was not possible due to a 
very uneven crust, and these are marked with a 
parenthesis in table 1.  

4. Results and discussion  

The experiments are summarized in table 1 and discussed 
in the following, and more experimental details are given 
in table 3 below the reference list.  

Table 1: Overview of the experiments. All salt mixtures are 
eutectic, except LiF-CaCl2 for which no phase diagram was 
found. The exact concentration for this system is also 
uncertain due to drifting off and corrosion on the crucible 
during drying of CaCl2. Melt heights in parenthesis were not 
possible to measure properly, as they had an especially uneven 
crust when cooled. A more detailed table (table 3) is given 
below the reference list.  

# Sorbent Salt 
Melt 

height 
(cm) 

Conv. 
Ratio 
(%) 

Carrying 
capacity 

(%) 

1 MgO LiF-NaF-
KF 2-3 73 80 

2 SrO NaCl-CaCl2 6-7 90 38 
3 CaO LiF-CaCl2 (4-5) 53 41 
4 CaO LiF-CaF2 2-3 98 77 

5 MgO ZnCl2-
NaCl-KCl (2-3) 2 2 

6 CaO LiF-KCl (2-3) 7 5 

 

4.1 MgO-FLiNaK 

One experiment (#1 in table 1) was done with MgO as 
sorbent, dissolved in the salt mixture FLiNaK, a eutectic 
mixture of LiF, NaF and KF (46.5-11.5-42 mol%) (figure 
3). FLiNaK is being studied for applications in 
concentrated solar power [13, 14], so its properties are 
well-known, and it will be suitable to an up-scaling.  
In this system, the total reaction with MgO-KF has the 
highest equilibrium temperature (table 2), and KF will 
thus be the active component in the salt.  
The result is given in figure 3, where it is evident that a 
great part of the CO2 is going through the melt already 
from the first minute, and only around 20% of the CO2 is 
absorbed. The absorption is stable at this level for the first 
200 minutes, where about 50% conversion ratio is 
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reached, and after this point the absorption gradually 
becomes less efficient.  
The low absorption efficiency in this experiment is likely 
due to the low melt height, which was 2-3 cm. A low melt 
height leads to short residence time in the melt and thus 
little time for the gas to react with the sorbent. It is likely 
that the plateau region of the absorption curve would be 
shifted to more efficient absorption with a higher melt. 
Also, the plateau shape of the absorption curve indicates 
stable reaction kinetics for the first 200 minutes (until 
around 50% saturation of the sorbent). This flat curve 
shape is typical for systems with an active exchange 
reaction, so if the plateau region can be shifted toward 
more efficient absorption by increasing the melt height, 
this can be a promising result for this chemical system.  
Furthermore, the total conversion ratio of the sorbent was 
high: 73%. This is high compared to what has been 
reported in recent literature on MgO as sorbent for CO2, 
which is typically less than 10% with pure MgO in the 
solid phase. Yang et al. have summarized the absorption 
capacities of MgO based absorbents promoted with 
nitrates and carbonates and found that MgO with an 
optimal combination of carbonates and nitrates had a 
stable conversion ratio at 30% [15]. Hwang et al. 
achieved up to 77% conversion in the first cycle with 
MgO promoted with alkali nitrates and carbonates, but 
this capacity was strongly reduced in the second cycle 
[16]. It could be interesting to see in further work whether 
the experience with high cyclability of CaO in CCMS 
compared to similar methods, is transferable to MgO. 
Hwang et al. also conclude that K2CO3 and alkali metal 
nitrates play an important role for the CO2 capture 
capacity of MgO [16]. As the melt in this experiment 
contains KF which gets carbonated to K2CO3, the same 
effect may be present here.  

  

Figure 3: Absorption experiment with 10 wt% MgO as sorbent 
in the salt mixture FLiNaK (eutectic LiF-NaF-KF). The figure 
shows CO2 concentration in the outlet gas (blue) after 
absorption, and the concentration in the inlet gas (grey). 𝑇( ) 600°𝐶. Melt height: 2-3 cm.  

4.2 SrO-NaCl-CaCl2  

Figure 4 shows an experiment (#2) with 10 wt% SrO in 
eutectic NaCl-CaCl2 (52-48 mol%). Due to the pre-
melting of CaCl2, the total melt in this experiment was 
relatively high, around 7 cm. 
Roughly 60% of the CO2 is absorbed for the first hour, 
but the absorption curve has an increasing slope 
throughout the experiment as the absorption efficiency 
gradually decreases. This absorption profile is similar to 
those from chemical systems without exchange reaction, 
which could indicate that the NaCl does not react in this 

melt. On the other hand, the total conversion ratio of 90% 
is very high, and typical for a system with an active 
exchange reaction. A possible explanation for these 
mixed signals could be that the NaCl is reacting, but that 
the reaction kinetic is slow and decreasing over time. 
This is further discussed under section 4.4.  

 

Figure 4: Absorption experiment with 10 wt% SrO as sorbent 
in eutectic NaCl-CaCl2. The figure shows CO2 concentration 
in the outlet gas (blue) after absorption, and the concentration 
in the inlet gas (grey). 𝑇( ) 663°𝐶. Melt height: 6-7 cm.  

4.3 CaO-LiF  

Three experiments were conducted with CaO as sorbent 
and LiF as the active alkaline metal halide in the melt: 
one of the experiments was with CaCl2 (#3 in table 1, 
LiF-CaCl2 25-75 mol%. Eutectic concentration is 
unknown) and one with CaF2 (#4, LiF-CaF2 80.5-19.5 
mol%) as inert salt. These two are discussed in the 
following, and the third (#6, LiF-KCl) in section 4.5.  
Unfortunately, a phase diagram for LiF-CaCl2 has not 
been found in literature. The molar fraction of LiF was 
set to 25% to be above the stochiometric limit for the total 
reaction. The exact concentration is uncertain due to salt 
drifting off and strong corrosion on the crucible during 
the drying of CaCl2. The system CaO-LiF-CaF2 has been 
investigated in previous studies with very efficient 
absorption and high capacity, probably due to a very 
active exchange reaction with LiF [2]. The objective of 
the experiment with CaCl2 was to see if the CO2 
absorption abilities of CaO-LiF could also be achieved in 
CaCl2, which has some practical benefits compared to 
CaF2. For example, water solubility greatly simplifies 
cleaning out the crucible between experiments. However, 
for commercial applications, this is of less importance.  
The result with CaCl2 shows a steep absorption profile 
with gradually decreasing absorption efficiency, and a 
total conversion ratio of 53%. This was surprising, as it 
is almost identical, both in absorption profile and 
conversion ratio, to previous experiments with CaO-
CaCl2, i.e. without any alkaline metal halide for exchange 
reaction. This strongly indicates that the LiF does not 
react in the melt with CaCl2, even though it reacts very 
actively in the melt with CaF2. The high efficiency and 
stable reaction kinetics of the system CaO-LiF-CaF2, 
which was known from previous work, was again 
confirmed in this experiment. Considering that the melt 
height was very low in the experiment with CaO-LiF-
CaF2, only 2-3 cm, this strongly demonstrates the high 
efficiency of this chemical system even with a very short 
residence time. The two experiments are compared in 
figure 5.  
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One possible explanation to this surprising difference 
could be the solubility of Li2CO3 in CaCl2. The 
hypothesis from earlier studies, as mentioned in the 
introduction, is that the dissolving of the sorbent and the 
carbonates enables continuous contact between the 
sorbent and the CO2, and thereby contributes to fast 
reaction kinetics. However, if the Li2CO3 has low 
solubility on CaCl2, it does not dissolve in the melt and 
LiF will be unavailable to the CaCO3, quickly halting the 
exchange reaction. Information on the solubility of 
Li2CO3 in CaCl2 has unfortunately not been found in 
literature.  

 

Figure 5: Comparison of two absorption experiments with 10 
wt% CaO as sorbent in LiF-CaCl2 (25 mol% LiF. Eutectic 
concentration is unknown. Melt height: 4-5 cm) (blue) and in 
eutectic LiF-CaF2 (80.5 mol% LiF. Melt height: 2-3 cm) 
(yellow). The figure shows CO2 concentration in the outlet gas 
from the two experiments, and the concentration in the inlet 
gas (grey). 𝑇( ) 787°𝐶. The experiments show that the 
exchange reaction with CaCO3 and LiF is strongly dependent 
on which inert salt is present in the melt.  

4.4 Comparing the results 

If the above-mentioned hypothesis about the solubility of 
Li2CO3 is correct, it could be transferrable to the 
experiment with SrO-NaCl-CaCl2. If the initially formed 
Na2CO3 does not dissolve, or very slowly dissolves, in 
CaCl2, it could in the same way prevent NaCl from 
further carbonation as the SrCO3 would have to diffuse 
through a layer of Na2CO3 to react with the NaCl. This 
could be a fitting explanation to the slow reaction kinetics 
and high final conversion ratio. Information on the 
solubility of Na2CO3 in CaCl2 has unfortunately not been 
found in literature.  
One hypothesis from earlier studies is that the Gibbs free 
energy ∆G of the exchange reaction alone could affect 
the equilibrium of the total reaction. In the system SrO-
NaCl, ∆G>0 at all temperatures for the exchange reaction 
(eq. (3)), meaning that the reaction equilibrium always 
goes towards decarbonation. This, along with the slow 
reaction kinetics in figure 4, could support the hypothesis 
mentioned above. For comparison, eq. (3) for the systems 
MgO-KF and CaO-LiF both have ∆G<0 for all 
temperatures and have shown a plateau shaped 
absorption profile in experiments, also supporting the 
hypothesis. 

4.5 MgO-ZnCl2-NaCl-KCl and CaO-LiF-KCl 

In addition to the already mentioned experiments, two 
chemical systems were also tested but resulted in close to 

no absorption. 10 wt% MgO in eutectic ZnCl2-NaCl-KCl 
(#5 in table 1, 60-20-20 mol%, figure 6) and 10 wt% CaO 
in eutectic LiF-KCl (#6, 19-81 mol%, figure 7) had 
almost identical results with close to no absorption of 
CO2. Also, in both these experiments, lumps were 
observed in the molten salt after the experiments, which 
was probably the sorbent which had not dissolved in the 
melt and likely the reason why no absorption was 
observed. In the case of MgO, this explanation is 
supported by the findings of Cherginets (1997) [17], 
where a low solubility of MgO in NaCl-KCl was shown.  
This is also an interesting result, as while earlier studies 
have shown that CCMS can operate above the solubility 
limit of the sorbent [2], this result shows that the sorbent 
must have a certain solubility in the melt.  

 

Figure 6: Absorption experiment with 10 wt% MgO as sorbent 
in eutectic ZnCl2-NaCl-KCl. The figure shows CO2 
concentration in the outlet gas (blue) after absorption, and the 
concentration in the inlet gas (grey). 𝑇( ) 260°𝐶. Melt 
height: 2-3 cm. 

 

Figure 7: Absorption experiment with 10 wt% CaO as sorbent 
in eutectic LiF-KCl. The figure shows CO2 concentration in 
the outlet gas (blue) after absorption, and the concentration in 
the inlet gas (grey). 𝑇( ) 780°𝐶. Melt height: 2-3 cm. 

5. Conclusions  

An experimental screening of alternative chemical 
systems with MgO, SrO and CaO as sorbents for CCMS 
has been conducted. Chemical systems in the screening 
are chosen based on a broad, theoretical modelling of 
alternative chemical systems with alkaline earth metal 
oxides as sorbents and alkaline metal halides as active 
salts. It was found that MgO, dissolved in the salt 
FLiNaK, absorbed stably until around 50% saturation, 
and reached a total conversion ratio of 73%. This is high 
compared to other studies and shows a potential for MgO 
as a sorbent for CO2. Further research is however needed, 
especially with regards to the absorption efficiency, 
which was low in this experiment.  
The experiment with SrO-NaCl-CaCl2 also shows some 
promising results, particularly with a very high 
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conversion ratio of 90%, but the reaction efficiency was 
decreasing. Further research with SrO in different salts 
could be interesting in the future.  
It was also shown that a chemical system with CaO-LiF, 
which has been very efficient with CaF2 as inert salt in 
earlier studies, performed very similarly to a system 
without LiF when the CaF2 was replaced by CaCl2. A 
suggested explanation to this is the possibility of low 
solubility of Li2CO3 in CaCl2 compared to in CaF2, which 
would limit the exchange reaction. The same explanation 
could be transferrable to the system with SrO-NaCl-
CaCl2, if Na2CO3 dissolved slowly in CaCl2.  
Furthermore, experiments were performed where close to 
no CO2 was absorbed, probably due to the low solubility 
of the sorbent in the salt. These systems were MgO-
ZnCl2-NaCl-KCl and CaO-LiF-KCl. This shows that the 
sorbent needs a certain solubility in the melt, even though 
research has shown that CCMS can operate above the 
solubility limit of the sorbent. A comparison of the 
experiment with SrO with the systems MgO-FLiNaK and 
CaO-LiF-CaF2 support the hypothesis that the Gibbs free 
energy of the exchange reaction alone may affect the 
reaction equilibrium of the total reaction.  
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Table 2: Excerpt from modelling of thermochemical properties of alternative chemical systems for CCMS. The table contains 
equilibrium temperature T∆G=0 and the reaction enthalpy ∆H at this temperature for carbonation reactions with combinations of 
alkaline earth metal oxides (MO) as sorbents and alkaline metal halides (AH) as active salts. ∆G<0 below the given temperature and 
∆G>0 above the given temperature, except the temperatures marked with *. In cases where ∆G<0 or ∆G >0 for all temperatures in 
the total reaction, the system does not have a equilibrium temperature and is therefore not an alternative system for CCMS. All data 
is from the database HSC Chemistry v. 6.12.  

Sorbent 
(MO) 

Salt  
(AH) 

Total reaction (eq. (4)) Main reaction (eq. (2)) Exchange reaction (eq. (3)) 
T ΔG=0 [°C] ΔH [kJ/mol] T ΔG=0 [°C] ΔH [kJ/mol] T ΔG=0 [°C] ΔH [kJ/mol] 

MgO 

LiCl 0 -48 

305 -99 

4160 149 
NaCl ΔG > 0  ΔG > 0  
KCl ΔG > 0  ∆G > 0  
LiF 410 -103 ∆G < 0  
NaF 475 -93 ΔG < 0  
KF 675 -125 ΔG < 0  

RbCl ΔG > 0    
RbF 675 -130 ΔG < 0  
CsCl ΔG > 0    
CsF 685 -136 ΔG < 0  

CaO 

LiCl 690 -194 

885 -166 

2300 52 
NaCl 235 -73 ΔG > 0  
KCl 25 -45 ΔG > 0  
LiF 950 -161 ΔG < 0  
NaF 1115 -171 ΔG < 0  
KF 1190 -182 ΔG < 0  

RbCl ΔG > 0    
RbF ΔG < 0    
CsCl ΔG > 0    
CsF 1155 -185 ΔG < 0  

SrO 

LiCl 1230 -171 

1215 -202 

335 -8 
NaCl 785 -127 ΔG > 0  
KCl 530 -111 ΔG > 0  
RbCl 425 -100 ΔG > 0  
CsCl 395 -89 ΔG > 0  
LiF 1155 -180 1640 * 26 
NaF 1325 -188 800 * 46 
KF 1390 -202 ΔG < 0  
RbF 1345 -210 ΔG < 0  
CsF 1340 -207 ΔG < 0  

Table 3: Experimental data. All salt mixtures are eutectic, except LiF-CaCl2 for which no phase diagram was found. The exact 
concentration of this system is also uncertain due to drifting off and corrosion on the crucible during drying of CaCl2. Melt heights in 
parenthesis were not possible to measure properly, as they had an especially uneven crust when cooled.  

# Sorbent Salt 
Salt 

concentration 
(mol%) 

Tmelt 
(°C) 

T∆G=0 
(°C) 

Tabs 
(°C) 

Total 
mass 
(g) 

Melt 
height 
(cm) 

Conv. 
Ratio 
(%) 

Carrying 
capacity 

(%) 
1 MgO LiF-NaF-KF 46.5-11.5-42 454 675 600 150 2-3 73 80 
2 SrO NaCl-CaCl2 48-52 507 785 663 326 6-7 90 38 
3 CaO LiF-CaCl2 25-75 (ca) - 950 783 228 (4-5) 53 41 
4 CaO LiF-CaF2 80.5-19.5 769 950 787 161 2-3 98 77 

5 MgO ZnCl2-NaCl-
KCl 60-20-20 203 305 260 150 (2-3) 2 2 

6 CaO LiF-KCl 19-81 710 950 780 250 (2-3) 7 5 
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Abstract  

This study investigates the use of Fourier Transform Near-Infrared (FT-NIR) spectroscopy and Raman spectroscopy 
to monitor the CO2 absorption process when over 65 wt % concentrated monoethanolamine (MEA) solutions are 
used. Using high concentrated amines instead of the conventional 30 wt %, is a strategy to decrease the cost of CO2 
capture plants by minimizing the energy consumption spent for amine regeneration and reducing the size of the 
process equipment. In addition, higher solvent concentration has a positive impact on mass transfer. CO2 loading 
and solvent strength are two main parameters that are used to characterize the well-known CO2 capture process by 
MEA. Several analytical methods are in practice to determine these two parameters but most of them are time-
consuming and not favourable when quick results are demanded. Process analyzers such as Raman spectroscopy or 
NIR (Near Infrared) spectroscopy can be used for real-time monitoring of chemical or physical attributes in a system 
and have advantages over traditional analytical methods. Authors have previously published spectroscopic methods 
combined with chemometrics to determine CO2 loading in 30 wt % MEA solutions by Raman spectroscopy in 
laboratory scale and pilot plant experiments. The aim of this paper is to extend these spectroscopic investigations 
when both the amine concentration and loading are spanned in a range. CO2 loading range was selected between 0-
0.6 mol CO2 / mol MEA and solvent concentration was varied between 66-99.5 wt %. Two analyzers were selected; 
Raman and Fourier transform near infrared (FT-NIR) spectrometers. It is relatively easy to generate data in a short 
time by these instruments, however identification of components of a chemical mixture and calibration methods 
become challenging as the FT-NIR and Raman spectral data are not straightforward. Many spectral responses appear 
similarly and therefore the choice of chemometrics methods is more reliable than the traditional univariate methods. 
In this study, chemometrics has been applied for data preprocessing, data exploration and finally for multivariate 
calibration of four models to predict CO2 loading and MEA concentration from FT-NIR and Raman spectroscopy. 

Keywords: high concentrated MEA, CO2 loading, MEA weight percentage, spectroscopy, chemometrics 
 

1. Introduction  
Body Carbon capture, utilization and storage (CCUS) is 
an obligatory action in the global climate change 
mitigation plans. Electricity/thermal power generation 
and transport account for two thirds of total CO2 
emissions and 32.8 billion tons of global CO2 emissions 
in the atmosphere are the results of fuel combustion [1]. 
Post-combustion CO2 capture using amines is the most 
widespread method in CCUS. Monoethanolamine 
(MEA) has prioritized the other amines to remove CO2 
from flue gas at atmospheric pressure and is considered 
to be a “first generation solvent”.  
30 wt% MEA has been the benchmark for most of the 
experimental, theoretical and modelling work. 15-20 
wt% was the recommended amine concentration and 
since 1960s 30 wt % has been the standard [2, 3]. The 
limitations to avoid using higher amine concentration are 
the thermal degradation, corrosion and fouling problems 
[4, 5]. Raksajati, Ho [6] show that the development of 
aqueous chemical absorption technology for CO2 capture 
should also focus on new solvents with high solvent 
concentration to make a significant impact on the capture 
cost. They claim if the solvent concentration increases 

from 30 to 50 wt %, the capture cost decreases by about 
16% from US$88 to US$72 per metric ton of CO2 
avoided. When the solvent concentration is increased, the 
solvent flow rate decreases and the mass transfer 
increases which makes to have a reduced absorption unit 
size [6]. In this aspect, moving from the traditional ’30 
wt % MEA based capture process’ to ‘high concentrated 
MEA process’ has a significant interest. However, the 
corrosion, degradation and fouling effects which are 
more in high concentrated MEA process should also be 
carefully addressed [7, 8]. EFG plants by Fluor Inc. and 
CO2 capture plants by Union Engineering in Denmark 
have upgraded amine technology for commercial 
applications using over 30 wt % MEA. 
Process information described by CO2 loading (mol  
CO2/mol  amine)  and  the  amine  concentration (wt%) 
are used in R&D experiments and capture plant 
operations to characterize absorption and regeneration. 
Loading is defined as the ratio between number of moles 
of CO2 and the number of moles of the solvent and the 
solvent concentration, is expressed as the solvent mass 
fraction. Samples extracted from rich stream, lean stream 
and water wash in amine based CO2 capture plants, are 
continuously analyzed offline for CO2 loading and amine 
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concentration. The frequency of sample extraction is 
limited by several factors such as the time spent for lab 
analysis, sample preservation facilities during lab-to-
plant transport, risk factors during sample extraction and 
availability of laboratory resources such as chemical and 
skilled manpower. In addition, operational delays are 
unavoidable when decisions are dependent on laboratory 
results. In this aspect, process analytical technology 
(PAT) plays a vital role which speeds up the analysis time 
and opens the opportunity to give live feedback while 
minimizing sampling errors, risk and health issues [9].   

1.1 PAT tools 

PAT tools in industrial applications has more than 70 
years history, and today many sophisticated analyzers are 
across chemical and petrochemical industries [9]. Some 
types of spectroscopic methods have been tested for 
liquid and gas analysis in CO2 capture plants particularly 
during last 10 years and have shown a positive 
impression. A list of published work where spectroscopic 
methods were used for liquid analysis in amine based 
CO2 capture process is given by Jinadasa [10]. IR 
(Infrared), UV/Vis (Ultra-Violet Visible) and NIR (Near 
Infrared) and Raman spectrometers have been used for 
qualitative and quantitative analysis of chemical 
components. NIR spectral data was combined with other 
measurement data to determine MEA wt% and CO2 %  
[11, 12]. CO2 absorption by an amine mixture at high 
pressure was monitored by a predictive statistical model 
where NIR data was one of measurements [13]. Raman 
spectroscopy has also become a popular method in liquid 
phase analysis in laboratory experiments and pilot plant 
trials as reported in several literature [14-19]. These 
authors have used the high spectral features of Raman 
data to determine species concentration.  
Spectroscopy reveal in-depth chemical information of a 
system because molecular vibrations produce unique 
spectra. Weak Raman scattering for water, compact 
chemical information in fingerprint area for organic 
solvents and non-invasive remote monitoring facility are 
some of the features which have made Raman 
spectroscopy appropriate to analyse MEA-CO2-H2O 
system. Various organic compounds exhibit selective 
absorption for infrared radiation. Water molecules 
provide a very strong signal on the NIR spectra as they 
are highly polarized and used as an indication on water 
content in a sample. FT-NIR spectroscopy is considered 
as the best performing among other NIR analysers based 
on speed of analysis, higher signal (S/N) to noise ratio 
and precision and accuracy of wavelength. It uses the 
Fourier transform algorithm on the interferogram to 
convert a spectrum and provides easy transfer of 
calibration models between instruments [20]. 
Figure 1 shows a schematics representation of using an 
immersion probe for in-situ analysis of gas loading and 
solvent concentration. The immersion probe is connected 
to a process analyzer such as Raman spectrometer where 
it acquires data from a process stream. The spectral data 
is converted into chemical data using a calibration model. 
This model can be prepared using a univariate analysis or 
a multivariate analysis (Næs & Martens, 1984), and the  
figure mentions a PLS model which is one type of a 
multivariate analysis method (described in section 2.4.3). 

For highly correlated data, multivariate analysis become 
the preferred choice over univariate. Our previous studies 
demonstrated the use of Raman spectroscopy for a 
complete in-situ speciation of CO2 capture by 30 % MEA 
[19, 21]. In this study, a similar approach was used for 
developing multivariate regression models for CO2 
absorption by higher concentrated MEA.  

 

Figure 1: An immersion probe used as a process monitoring 
tool in gas absorption process; (PLS = partial least squares 
regression) 

 

2. Experimental section 

2.1 Chemicals and samples 

MEA purchased from Merck (>99%) and CO2 from AGA 
were used as received without further purification. 
Degassed milli-Q water (18.2 MΩ.cm) was used for all 
the sample preparation. 105 samples were prepared for 
both calibration and validation at room temperature (25 
°C) and pressure maintaining the same experimental 
conditions. 

 
 
 
 
 

Figure 2: CO2 loading apparatus 

Amine stock solutions were prepared by mixing (>99%) 
MEA and degassed Milli-Q water in different ratios. To 
ensure the homogeneity of the mixture, these stock 
solutions were stirred for 20 minutes at 300 rpm after 
mixing. The prepared stock solutions were then loaded 
with CO2 by bubbling a CO2 gas stream (0,15 l/min) 
using a fritted glass column (Figure 2). CO2 feeding was 
carried out for a sufficient period of time, to ensure 
saturation of stock solutions with gaseous CO2 at 
experimental conditions. After that, the CO2 loaded 
solutions were stirred for 20 minutes at 300 rpm in a 
closed vessel and kept for 24 hours to give adequate time 
for equilibrium. To obtain a sample set having variation 
in both amine and CO2 concentration, each sample was 
prepared by mixing a liquid portion from CO2 unloaded 
MEA stock solution with a portion from CO2 loaded 
MEA stock solution. Analytical balance Mettler Toledo 
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(±0.0001 g) was used to prepare samples gravimetrically. 
Figure 3 and Figure 4 show the actual MEA strength and 
CO2 loading values of 105 samples as obtained from 
titration measurements for each sample.  

Figure 3. MEA concentration of calibration and validation 
samples 

Figure 4. CO2 loading of calibration and validation samples  

 

2.2 Raman spectroscopy 

The Raman measurements were taken with a 785 nm 
RXN2 Kaiser Raman System (Figure 5). Since the Raman 
measurements are light sensitive, the sample to be 
measured was placed inside a black plastic sample holder 
to avoid fluorescent disturbances and was covered with 
an aluminium foil to further get rid of any disturbances 
from the background light. The immersion probe was 
washed with deionized water followed by acetone before 
each measurement to remove impurities on the probe tip 
and avoid contamination of measurements by each other. 
Presence of air bubbles on the probe tip gives incorrect 
spectra. Therefore, the Raman probe tip was examined 
for any air bubbles after immersing in the liquid. S/N 
ratio was optimized by varying the acquisition time and 
the number of scans. 4 scans having 30 second exposure 
time per scan was selected as the optimum S/N ratio. 
Raman measurements were taken from several spatial 
locations inside the each sample bottle and compared to 
ensure that the solutions were chemically and physically 
homogeneous throughout the sample.  

2.3 FT-NIR spectroscopy 

Figure 6 shows the FT-NIR instrument (Q-Interline; MB 
3000, 760nm laser wavelength) used for this study. The 
optimized instrument setting used per each measurement 
was 128 scans and a resolution of 16. Wavelength 
between 0–15000 cm-1 was considered for all the 
measurements. It was not possible to maintain stable 

temperatures below 40°C inside the FT-NIR sample 
holder accessory due to instrument configuration. 
Therefore, all the measurements were taken at 40°C in 
5mm diameter sample vials. Since the solutions were 
highly viscous it was difficult to fill the solution into the 
small diameter vials without forming air bubbles. By 
tapping few times and holding upwards the sample vials, 
most of the trapped air bubbles could be released.  

2.4 Spectral data 

2.4.1. Data pretreatment 

A process analyzer such as Raman or NIR spectroscopy 
generate several responses, but very often the irrelevant 
response to solve the analytical problem is larger. These 
responses hinder the relevant information and usually 
dominate the entire spectra such as by giving baseline 
offsets and multiplicative effects. The environmental 
light, stray light, fluctuation of laser intensity, 
fluorescence from the sample and instrument inherited 
noise are some of components that come with the raw 
spectroscopic data. These data (“noise part”) should be 
stripped from raw data to keep the most relevant chemical 
responses (“structure part”). In chemometrics, data 
pretreatment (preprocessing) algorithms are applied on 
raw data prior to the detailed data analysis for this 
purpose. The selection of the type of pretreatment 
methods is dependent on several parameters such as the 
type of chemical/physical system that we analyze and the 
instrument. In addition, the selected pretreatment 
methods highly affect the subsequent data analysis.  The 
preprocessing methods can be classified into five 
categories such as offsetting, variable-wise scaling, 
sample-wise scaling, filtering and compression [22].  
 
 

There are some common pretreatment algorithms which 
fits well with many NIR data such as scatter correction 

 
Figure 5: Raman instrument and sample compartment 

 

 
Figure 6: FT-NIR instrument and the sample compartment 

Sample holder 
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methods and spectral derivatives [23]. The impact of 
preprocessing methods of Raman data for chemometric 
modelling has been reviewed by [24, 25]. 

2.4.2. Exploratory analysis – PCA 

Principal component analysis (PCA) is a popular data 
compression method in chemometrics where a several 
number of original measured variables are compressed 
into fewer number of uncorrelated variables called 
principal components (PCs). The PC1 which includes the  
highest variance describes the maximum variation of the 
data set. PCA decomposes data into scores (which 
describe the relationship between observations) and 
loadings (which show the relationship of the variables) 
using a mathematical algorithm [26].   

2.4.3. Developing calibration models - PLS 

Partial least squares regression (PLS) is a multivariate 
calibration method which can be used to directly correlate a 
chemical or physical property of a sample with a spectra 
collected [27]. In this method, the co-variance existing 
between the observation data (x data) and the reference 
values (y data) is explored. Then a linear regression 
model is built by estimating the regression coefficients b 
in such a way as to maximize the covariance between y 
and xpreprocessed, as shown in equation (1). 

y = xpreprocessed b + f Equation 1 
f is the vector of residuals [27]. Instead of using raw x 
data, preprocessed x  data are used in equation 1 to get 
rid of noisy data. In our case, x data is the spectroscopic 
measurements (FT-NIR or Raman spectra). y is a vector 
of CO2 loading or MEA concentration of calibration 
samples. x variables represent values in x data matrix 
which are Raman shifts for Raman data and 
wavenumbers for FT-NIR data.  
 
The chemical information distributed inside large 
number of x variables are compressed into a small 
number of variables called latent variables or PLS 
components when the covariance between x and y data 
are maximized. These fewer number of latent variables 
can interpret the entire chemical system which would 
otherwise become impractical with thousands of 
variables. The most common performance indicators of 
PLS models are root mean square error of cross 
validation (RMSECV), root mean square error of 
prediction (RMSEP), coefficient of determination (r2) 
and bias.  

𝑅𝑀𝑆𝐸 =  ∑ 𝑦 − 𝑦𝑛  
Equation 2 

The root mean square error (RMSE) is defined as in 
equation 2 (when all samples are included in the model), 
where 𝑛 is the number of samples (observations), 𝑦  is the 
values of the predicted property value (CO2 loading or 
MEA wt in our case)and 𝑦  is the measured property 
value. RMSECV is defined similar to the equation 2 
where 𝑦  are samples not included in the model 
formulation. RMSEP is also calculated similar to 
equation 2 where all 𝑦 are new data. 𝑦   and  𝑦  are 
measured property values and predicted property values 
respectively from previously calibrated model (using 

calibration data). RMSEP is an indicator how well the 
model predicts for future samples and therefore all the 
models in this study were validated with a validation data 
set to obtain RMSEPs for each model.  r2 gives the 
measure of how well the regression predictions 
approximate the real data points. Bias shows the 
tendency of overestimate or underestimate of parameter.  
Figure 7 shows, four PLS calibration models in this study 
where two models were developed from each 
spectrometer for each chemical property. Preprocessing 
of x and y data and PLS regression were carried out in 
PLS toolbox 8.6 in Matlab 2017.  
 

 
Figure 7: Description of four calibration models 

 

3. Results and Discussion 

3.1 Data exploration 

3.1.1. FT-NIR data 

Identifying the “structure part” and “noise part” 
becomes primarily important to extract the useful 
chemical information from spectral data. The structure 
part from a signal acquired by Raman spectroscopy or 
FT-NIR for this study represents correlation with CO2 
loading and amine concentration. Knowledge on NIR 
overtones and Raman vibrational modes related to the 
MEA-CO2-H2O chemical system is helpful to identify 
this structure part.  
The raw FT-NIR data in this study are 105 multivariate  
signals of different CO2 loaded amine samples in the 
range of  5500 – 10000 cm-1. They are shown in Figure 8 
which are also grouped according to their CO2 loading 
value. It is possible to see variations between each sample 
with naked eye through this figure but they are not 
systematic sufficiently to correlate with CO2 loading 
values due to overlap of overtones. The MEA-CO2-H2O 
system has bonds between C, H, N and O atoms which 
generate different vibrations when excited by laser 
power. The C-H stretching vibration makes first and 
second overtone in the NIR region 5500-6250 cm-1 [28]. 
Deformation vibration of the O-H group occurs at 7140 
cm-1 and primary amines have two bands for N-H first 
overtone region in 6500-7000 cm-1 [28]. These 
vibrational modes are not clearly visible in Figure 8 
however, they are apparent in the baseline corrected FT-
NIR data as shown in Figure 10 (a) and (b).  
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Model 1 - CO2
loading prediction

Model 2 - MEA wt% 
prediction

Raman

Model 3 - CO2
loading prediction

Model 4 - MEA wt% 
prediction
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Figure 8: FT-NIR wavenumber vs absorbance data for 
different CO2 loaded amine samples   

Figure 9: Raman shift vs Raman intensity (a.u.) for 
different CO2 loaded amine samples 

 

 
 

(a) Variation according to CO2 loading (b) Variation according to MEA wt% 
Figure 10: FT-NIR data in the wavenumber range 4500-7500 cm-1 after baseline correction 
 

  

(a) Variation according to CO2 loading (b) Variation according to MEA wt% 
Figure 11: Raman data in the fingerprint region after baseline correction  
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3.1.2. Raman data 

The raw data obtained from Raman spectrometer 
between wavenumber 100-3426 cm-1 for different CO2 
loaded amine samples are shown in Figure 9. Spectral 
variations can be hardly correlated to distinguish between 
chemical compositions of samples.  After removing the 
baseline variations of Raman data, the spectra become 
more informative as shown in Figure 11. Raman active 
vibrational modes for CO2 loaded amine data are densed 
in the fingerprint region from 1000 -1500 cm-1 Raman 
wavenumbers. They belong to bands rising due to carbon 
species in the system which are carbonate, bicarbonate 
and carbamate as well as protonated amines and free 
amines. The bands observed in this study are comparable 
with our previous studies [19, 21].  

3.2 Qualitative data analysis – PCA 

The structure parts of FT-NIR and Raman data which 
have correlations with CO2 loading and MEA 
concentration identified in section 3.1, were used for the 
PCA.  

3.2.1. PCA for FT-NIR 

Figure 12 shows the results of the PCA, which shows the 
score plot for PC1 vs PC2 for FT-NIR data. The 
preprocessing methods applied for input data were,  
Savitzky-Golay method, detrend, standard normal 
variate, and mean centering [23]. The best PCA results 
were achieved for 6000-7190 cm-1 wavenumbers. PCA 
analysis proves high correlation of spectroscopic data 
when both solvent strength and gas loading vary. 
According to Figure 12, PC1 describes 73% and PC2 
describes 24% of the data variation for FT-NIR. The 
number of samples which belong to the amine 
concentration 70-75 wt%, 75-80  wt% and 80-85 wt% are 
considerably higher in the data set (refer Figure 3). 
Samples which belong to these categories are aligned 
tangentially in the score plot. Arrow A in Figure 12 (a) 
marks the direction of increasing CO2 loading of the 
samples while Arrow B marks the increasing MEA 
concentration in Figure 12 (b). 

3.2.2. PCA for Raman 

Score plot of PC1 vs PC2 for Raman data is shown in 
Figure 13. The input data was preprocessed using 
standard normal variate, Whittaker filter [29] and mean 
centered. The wavenumbers in the range 790-1525 cm-1 
and 2734-3077 cm-1 resulted more meaningful overview 
for PCA. Among these two Raman shifts regions, the first 
one includes most of the vibrational modes related to 
carbon species and the second region include mainly the 
vibrational modes related to protonated amines and free 
amines. PC1 describes 85% and PC2 describes 11% of 
the data variation. On the other hand, as the CO2 loading 
is expressed as mole CO2 absorbed per mole MEA, even 
when there are different amounts of CO2 moles absorbed, 
different MEA concentration can yield same CO2 
loading. PC1 vs PC2 plot in Figure 13 (a) shows sample 
distribution according to the CO2 loading. Line 1, Line 2 
and Line 3 represent CO2 loaded samples for 70-75 MEA 
wt %, 75-80 MEA wt % and 80-85 MEA wt % in these 
figures. These lines are distinct at lower CO2 loading 
concentrations, but overlap at higher CO2 loading 

concentrations. This is due to the complex correlation of 
spectroscopic data when both solvent and gas 
concentration vary.  

3.3 PLS for FT-NIR and Raman  

Quantitative determination of CO2 loading and MEA 
concentration are shown in this section. Derivatives of 
raw data were used to preprocess FT-NIR data because 
they have the capability to remove both additive and 
multiplicative effects in NIR data [23]. Similarly, 
Whittaker filter was used to correct baseline in Raman 
data [29]. The overview of the four calibration models is 
shown in  Table 1. Model 1 and 2 correspond to FT-NIR 
spectroscopy to determine CO2 loading and MEA 
concentration respectively. The NIR region from 5570-
7291 cm-1 were included for the PLS model and this 
region includes the first overtones of C-H, O-H and N-H 
[28]. Some samples were removed as outliers from the 
data set and the reasons were abnormal spectra due to 
instrument noise, unstable temperature in the sample 
holder compartment and human errors during the 
reference analysis. 
Model 3 and 4 correspond to Raman spectroscopy to 
determine CO2 loading and MEA concentration 
respectively. The Raman wavenumber region from 940-
1490 cm-1 was included as it represented chemical 
characteristics for all the carbon and amine species in the 
system [16, 19, 30, 31]. This wavenumber region also 
gave the minimum RMSEP value for each model.  Few 
samples were removed as outliers which negatively 
affected to the stability of the model. The reasons for 
removing them were mainly the instrument related noise.  

 
The results of PLS calibration models which are 
significant for quantitative determination are shown from 
Figure 14 to Figure 17.  
Each figure shows the measured property (i.e. CO2 
loading and MEA wt% from titration which were 
considered as actual property of the sample) and the 
predicted property (based on the developed PLS model in 
this study) for calibration and validation set. The number 
of calibration and validation samples after removing 
outliers are also shown in Table 1.  Presence of outliers  
makes the model unstable (poor predictability) and 
therefore such samples were removed after a careful 
investigation. The RMSEP value, r2 and bias values can 
be used to understand the fit of correlation between an 
actual property and modelled property. 
    

Table 1:Summary of the model results 
Model 
no: 

Model name 
(instrument_
measured 
property) 

No.of 
cal* 

No of 
val*  

Wavenum
ber range 
(cm-1) 

RMSEP 

1 FT-NIR_CO2 43 33 5570 -7291 0.01695 
mol/mol 
MEA 

2 FT-
NIR_MEA 

43 31 5570 -7291 0.72893 
wt% 

3 Raman_CO2 44 43 940 - 1490 0.01338 
mol/mol 
MEA 

4 Raman_ME
A 

44 49 940 - 1490 0.90178 
wt% 

*(after removing outliers); cal = calibration samples; val = validation samples 
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Estimated uncertainty of the model predictions have been 
shown as error bars. The line “fit” corresponds to the 
regression line and 1:1 is the target line when measured 
and predicted values overlap. For all the models, fit and 
1:1 lines were almost same and r2 value was more than 
0.98. The red points mark the validation samples which 
are a completely new data set (data not used for model 
calibration) and therefore they represent future data. The 
good agreement of these validation samples with the 1:1 
line is an indicator of the model predictability with future 
samples.  
The wavelength of the spectrometer included in the 
calibration model and the RMSEP value are shown in 
Table 1.  For model 1 the RMSEP is 0.0169 mol/mol 
MEA which implies for a future sample tested by the FT-
NIR spectrometer, the CO2 loading will be the actual 
value ± 2*0.01695. When the same sample is measured 
by Raman spectrometer this value will be predicted by 
Model 3 as actual value ± 2*0.01338. The MEA wt% of 
a future sample will be predicted with an RMSEP of 0.7 
and 0.9 by FT-NIR and Raman instruments respectively. 
The wavenumber region for FT-NIR PLS models were 
5570 -7291 cm-1 where the first overtone of N-H, C-H 
and O-H absorption bands occur. The Raman 
wavenumber region for model 3 and 4 was selected from 
940-1490 cm-1  because it contains most of the vibrational 
modes related to characterize amine and absorbed CO2 
concentration.  

4. Conclusion 
This study aimed for developing a quick and reliable 
analysis method to determine two most important 
chemical properties frequently measured in an amine 
based CO2 capture process which are the gas loading and 
solvent strength. The standard procedure of analysis 
these parameters are offline laboratory methods such as 
titration. Raman spectroscopy and FT-NIR spectroscopy 
were used for this study to investigate their feasibility to 
report quantitative determination of CO2 loading 
(mol/mol) and MEA wt%. 
Both spectroscopic methods show similar competencies 
for these analyses in the CO2 loading range from 0 – 0.6 
mol CO2/mol MEA and MEA strength from 66-99.5 wt 
%. The paper shows the methodology of transforming a 
difficult-to-explain spectra into meaningful chemical 
information by a chemometric approach. Qualitative 
analysis of data was performed by PCA for the pretreated 
spectral data. Results show that there is possibility to 
distinguish samples in different CO2 loading and MEA 
concentration using score plots. Eventhough PCA did not 
provide a perfect discretization of the data it proved 
having opportunity to explore data.  PLS algorithm was 
used to develop prediction models for CO2 loading and 
solvent strength. There was a reasonable fit between 
calibration and validation data in the PLS regression. 
RMSEP values for 4 PLS models were in an acceptable 

  
(a) Grouped according to CO2 loading values (b) Grouped according to MEA wt % 

 
Figure 12: PCA analysis for preprocessed FT-NIR data - sample distribution in PC1/PC2 space 
 

 
(a) Grouped  according to CO2 loading values (b) Grouped according to MEA wt % 

 
Figure 13: PCA analysis for preprocessed Raman data - sample distribution in PC1/PC2 space 
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region. The models are competent enough to be used as 
real-time monitoring tools when high concentrated amine 
is used. In addition, these models are also useful in 
optimization of CO2 capture process such as to find the 
absorption capacity with time, optimum lean and rich 
loadings, minimum liquid & steam flow rates and 
optimum CO2 feed gas flow rate.  
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Abstract 
Deployment of Carbon Capture and Storage (CCS) at large scale will be necessary to be able to fulfil the goal from 
the Paris Agreement to keep the global mean temperature in year 2100 well below two degrees Celsius above pre-
industrial levels. Consequently, it is anticipated that there will be a significant increase in demand for CO2 storage 
capacity. Offshore areas, such as the North Sea part of the Norwegian Continental Shelf, are prime candidates to 
provide this storage capacity. Given that the development of a storage site can take five years or more, it is of major 
importance to start the planning of expandable storage hubs. Anticipating and planning of additional stores will give 
industry clusters and power producers confidence that there will be sufficient operative storage capacity available for 
the expected increasing supply of captured CO2. In this study, which is part of the ALIGN-CCUS project, we outline 
how an expansion in annual storage capacity of a CO2 storage hub offshore the west coast of Norway can be achieved. 
Simulation of CO2 storage and capacity estimates show that the Horda Platform study area has at least four potential 
storage sites with capacities in million tonnes (Mt) or thousand million tonnes (Gt) CO2 as follows: 1) Aurora structure, 
in the Johansen Formation, south-east of the Troll Gas Field (120–293 Mt); 2) Alpha structure, in the Sognefjord 
Formation, northern Smeaheia area (40–50 Mt); 3) Gamma structure, in the Sognefjord Formation, southern Smeaheia 
area (0.15–3 Gt) and 4) Troll Field, Sognefjord Formation, after cessation of gas production (3–5 Gt). We sketch a 
timeline for which possible sites could be used for the development of the industrial-scale Horda CO2 Storage Hub 
over the next thirty years. The annual storage capacity is matched to the estimated CO2 supply rates (million tonnes 
per year) from sources in Norway, Sweden and Northern Europe. These estimates indicate cumulative totals of CO2 
stored in range of 810 Mt by 2050, and 1.85 Gt by 2065. 

Keywords: Horda CO2 Storage Hub, road map, deployment   

 
1. Introduction 
In the ERA-ACT ALIGN-CCUS project several 
European industrial Carbon Capture and Storage (CCS) 
clusters are described, with sources, transport solutions 
and linked geological storage. The development of such 
clusters will facilitate a rapid deployment of CCS and 
thereby contribute to the urgently needed reduction in 
emissions of CO2 to the atmosphere. 
The present paper discusses possible storage options on 
the Norwegian Continental Shelf (NCS), expanding from 
the storage solution for the Norwegian full-scale CCS 
demonstration project [1] [2]. This demonstration project 
plan to capture CO2 at industrial sources in Oslo and 
Brevik, transport the CO2 by ship to Øygarden west of 
Bergen, and from there transport the CO2 via a pipeline 
to a permanent geological storage site south-west of the 
Troll Gas Field. The joint venture project ‘Northern 
Lights’, with partners Equinor, Total and Shell, is at 
present developing the storage solution for the 
demonstration project [3][4].  
In the pre-feasibility study for the demonstration project 
[2] the outlined project would at most inject 1.25 million 
tonnes of CO2 per year for 25 years. The required storage 
capacity of maximum 31 million tonnes would be met by 
the eastern part of the late Jurassic Sognefjord Formation 
which had at the time been subject to several modelling 

and simulation studies. A storage site prospect named 
‘Smeaheia Alpha’ was believed to have a storage 
capacity of 100 million tonnes within a structural trap. 
The wider Smeaheia area, consisting of the Sognefjord 
Formation east of the Vette Fault, was believed to have a 
storage capacity of at least 500 million tonnes, based on 
earlier studies. 
The giant Troll Field has its reservoir in the Sognefjord 
Formation in several fault blocks west of the Vette Fault. 
Production of gas from the field is believed to be 
influencing the pore pressure in the Sognefjord 
Formation in the whole region. The effect east of the 
Vette Fault at present is uncertain, but on the long term 
the pressure depletion effect is believed to be significant 
also in the Smeaheia Alpha prospect [5][6][7][9][10]. 
The resulting uncertainty in the density of the CO2 and 
the risk of spill-over of expanding CO2 into the Øygarden 
Fault complex has led the Northern Lights project to shift 
the focus for developing a CO2 storage site to the south-
western part of the early Jurassic Johansen Formation. A 
storage site prospect called ‘Aurora’ has been identified 
in the Johansen Formation, based on earlier studies 
[11][12]. These studies and others [13][14] have 
indicated a storage capacity in the Johansen Formation of 
at least 160 million tonnes.  
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The Smeaheia area, the Johansen Formation and the Troll 
Field all lie in the wider Horda Platform. Fig. 1 shows the 
location of the Horda Platform in relation to the west 
coast of Norway. Earlier simulation studies have 
investigated several possible injection locations for CO2 
in this area. Eigestad et al. [13] simulated injection of 3.5 
million tonnes per year for 110 years in the southern part 
of the Johansen Formation. Bergmo et al. [14] simulated 
injection of 3 million tonnes per year for 110 years in the 
western part of the Johansen Formation. Bergmo et al. 
[15] also investigated the effect of extracting formation 
brine for pressure control in simulations of up to 540 
million tonnes CO2 injected into the western part of the 
Johansen Formation over a 50-year period.  
Lauritsen et al. [10] simulated injection into the 
Smeaheia Alpha structure during depletion from the Troll 
Field gas production and found that the maximum 
injected amount should be kept below 40 million tonnes 
to avoid spill-over into the Øygarden Fault complex. 
Nazarian et al. [9] investigated, in addition to studies of 
the long-term expansion of the CO2 plume at Smeaheia 
Alpha, a larger scenario with injection of massive 
amounts of CO2 into the ‘Smeaheia Gamma’ structure 
further south in the Sognefjord Formation. Scenarios 
with as much as 100 million tonnes CO2 injection per 
year over a period of 30 years was tested. Results show 
that if the injection rate is increased significantly this can 
counteract the pressure depletion caused by the gas 
production at the Troll Field, and the injected CO2 will 
remain in a dense state and have a smaller final footprint. 

 

Fig. 1. The location of the Horda Platform area, offshore 
Norway. Blue outline show area for pressure simulations in [7], 
green online show outline of Aurora simulation model, and red 
Smeaheia reservoir model. Modified from [8]. 

Lothe et al. [7] investigated the effect of various 
assumptions for the transmissibility of the faults in the 
region (see Fig. 1, blue outline) and particularly Vette 
Fault with two fault ramps near the Smeaheia area (Fig. 
2). Simulation results show that the final extent of the 

CO2 plume at Smeaheia Alpha is much smaller if low 
transmissibility of the fault is assumed, since the higher 
local pressure will give a smaller occupied pore volume. 
The prospective storage sites in the Smeaheia area and 
the Johansen Formation represents a potential storage 
capacity much larger than what is needed for the 
Norwegian full-scale demonstration project. The sites are 
located within an area of about 50 x 50 km. It is therefore 
interesting to consider development of a CO2 storage hub 
in the area, combining the individual storage sites into a 
larger infrastructure that can receive and store an 
increasing annual amount of CO2 from sources in 
Norway and other parts of Northern Europe. 
The practical CO2 storage capacity of a storage site is 
dependent on several factors like connected pore volume, 
permeability, depth, structural trapping and the boundary 
conditions (open/semi-open/closed). In this paper we 
investigate in more detail how the storage prospects will 
respond to CO2 injection at increasing annual rates, and 
how the capacity can be matched to the requirement for 
storage from various CO2 sources.    

 

Fig. 2. Major fault systems and storage prospects in the Horda 
Platform area. The red and green outlined areas show, 
respectively, the outline of the Smeaheia reservoir simulation 
model and the Aurora simulation model. Modified from [8]. 

2. Geological setting 
The study area covers the Horda Platform and the 
northern part of the Stord Basin in the northern North Sea 
(Fig. 1). The Smeaheia prospect is located on the eastern 
margin of the Horda Platform, approximately 20 to 35 km 
offshore Western Norway. The giant Troll Field (1310 x 
109 Sm3 recoverable gas) within a thick sandstone 
reservoir, is located west of Smeaheia. The Aurora 
prospect is located in the western part of the Horda 
Platform, south-west of the Troll Field (Fig. 2). 
The northern North Sea has experienced three main 
extensional rift episodes in the Devonian, Permian-to-
Early Triassic, and Middle Jurassic to Early Cretaceous 
(e.g. [16]). The present-day rift structure being 
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predominantly a result of reactivation of the Permian 
structures during Middle Jurassic to Early Cretaceous 
(see e.g. [17]). During these rift episodes the structural 
inventory of the area was developed. The fault pattern of 
the Horda Platform is dominated by three North-South 
striking basement-involved faults, named from east to 
west the Øygarden, Vette and Tusse Fault Complex (Fig. 
2). The Tusse Fault Complex divides the Troll Field into 
the Troll West and Troll East. These three main faults dip 
toward the west, bounding major half-graben basins, with 
the basement displaced across these faults by a maximum 
of around 4 kilometres. Depth conversion of seismic lines 
indicates the faults have dip values of approximately 40° 
where they separate Permian-Triassic sediments from 
crystalline basement and steepen upward to roughly 55° 
where they offset Jurassic and Cretaceous stratigraphy 
[18]. In addition to the northerly trending large faults, 
there are smaller structures observed in the area. Duffy et 
al. [19] mapped smaller North-West trending faults 2 to 
10 kilometres in length with displacements of less than 
100 metres.  

2.1 Major storage options 

The main possible CO2 storage reservoir units in the 
Horda Platform area are the Middle to Upper Jurassic 
Sognefjord, Fensfjord and Krossfjord formations and the 
deeper Lower Jurassic Johansen Formation.  
The Sognefjord Formation (Upper Jurassic, Oxfordian to 
Kimmeridge), the Fensfjord Formation (Upper Middle 
Jurassic, Callovian) and Krossfjord Formation (Upper 
Middle Jurassic, Bathonian) represents three coastal 
shallow-marine sandstones in the Viking Group that 
interfinger with the shaly Heather Formation on the 
Horda Platform (Fig. 3). The total thickness of the three 
formations is around 400 to 500 metres [20]. 

 

  

Fig. 3. Middle to Upper Jurassic chronostratigraphic framework 
for the Viking Graben and Horda Platform. The shallow marine 
Sognefjord, Fensfjord and Krossfjord formations build out from 
the east. From [21]. 

The Early Jurassic Johansen Formation and Cook 
Formation sandstones of the Dunlin Group (Fig. 4) are 
deposited on the Horda Platform area, with the 
Amundsen Formation mudstones separating the 
formations, in part of the study area (northern part of the 
Horda Platform). The whole of the parent Dunlin Group 
has a thickness in order of 320 metres, with Johansen 

Formation approximately 120 metres thick. The top-
Johansen surface is buried between 2- and 3-kilometres 
depth, with gentle tilting towards north (approximately 
0.6°). 

 

Fig. 4 Stratigraphy for the Early Jurassic Dunlin Group, with 
Johansen and Cook formations marked. Slightly modified from 
[11] with references therein. 

2.1 Sognefjord, Fensfjord and Krossfjord Formations 

The Oxfordian to Kimmeridgian Sognefjord Formation 
consists of sands and sandstones, grey-brown in colour, 
medium to coarse-grained, well sorted and friable to 
unconsolidated. It is the main reservoir in the Troll Field 
with a thickness of 100–170 m and individual target 
sands are in the order 3 to 45 metres thick with 
permeability values ranging from 1 to 20 Darcy. 
Porosities at the Troll Field range between 19 % and 34 
%. These sands alternate with more fine-grained 
micaceous units. In addition, calcite cemented zones can 
be found in both Sognefjord and Fensfjord formations 
typically being in the order of a couple of metres thick 
and with a lateral extent between tens of meters to a few 
kilometres [22]. Gibbson et al. [22] using petrographical 
analysis, showed that early diagenetic, near-surface 
cementation has occurred in connection with maximum 
flooding surfaces and sequence boundaries at the Troll 
Field. These cemented horizons have a large impact on 
the oil production strategy in the field [23]. Patruno et al 
[24] show in detail, how the shallow-marine clinoform 
sets to the Sognefjord Formation has prograded in the 
Troll field area. Internally, in the Sognefjord Formation, 
there are four stratigraphic series mapped, bounded by 
regional maximum flooding surfaces, each 
corresponding to a westward dipping clinoforms.  
The Fensfjord and Krossfjord formations compromise 
sandstone, around 195 m thick in the Troll Field area, that 
is sourced from the Norwegian mainland to the east. Six 
facies have been mapped, representing wave- and tide-
dominated deltaic, shoreline and shelf deposits. Coastal 
plain facies are absent, indicating that the strata of the 
Troll Field were deposited in a fully subaqueous 
environment [21]. Four bio-stratigraphically distinctive, 
regional maximum flooding surfaces are recognized in 
cored wells. The series, bounded by maximum flooding 
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surfaces have relatively uniform thickness, that indicates 
little tectonic influence [21]. 

2.2 Johansen and Cook formations 

The Lower Jurassic Johansen Formation sandstones 
(Dunlin Group) represents shallow-marine deposits at the 
Horda Platform [25]. The sandstone consists of E-W 
prograding delta front deposits, with clinoforms building 
out into deep waters, associated with delta front and pro-
delta turbidites. During an aggradation stage, thick 
NNW-SSE oriented spit bar facies were deposited down-
current. The sandstones, deposited in the proximal delta 
top and shallow shore-face environments of the delta 
front have high porosity and permeability [11][12].  
Several interlayers of mudstone and siltstone with low 
porosities are observed within the Johansen Formation 
[12] that are associated with flooding events. They are 
rather thin (a few metres) but are observed laterally over 
a kilometre scale. Carbonate layers i.e. calcite cemented 
sandstone, usually <1 m thick, are frequent in the 
Johansen Formation [11]. 
The sandy Early Jurassic Cook Formation lies 
stratigraphically above the Johansen Formation. In part 
of the study area, it directly overlay the Johansen 
Formation. In other areas, they are separated by the shaly 
Amundsen Formation. The Cook Formation is 
commonly erosionally based [26]. In the Horda Platform 
area, the Cook Formation is described as progradation 
shoreface sand deposits, locally influenced by tidal 
processes (Sundal et al. [11] and references therein).  

3. Methodology and model set up 
For storage sites in the Sognefjord Formation the 
pressure depletion caused by gas production at the Troll 
Field has been an important part of the boundary 
conditions of the simulations. The site-specific modelling 
issues are discussed in the following subsections. 

3.1 Sognefjord and Fensfjord Formation reservoir 
model 

For the model setup, seismic horizons and faults 
interpreted on high quality 3D seismic data by the 
Norwegian Petroleum Directorate (NPD) is used [5][6]. 
The reservoir model built by NPD, consists of data from 
Sognefjord Formation and Fensfjord Formation. The 
model is set up for a large area, and effect of pressure 
depletion were simulated for the whole region (Lothe et 
al. [7]). However, to be able to simulate capacity of CO2 
injection in the Smeaheia area, a detailed model has been 
set up east of the Vette Fault (see the red model outline 
in Fig. 2). The heterogeneous flow properties in the 
model is guided by a reservoir model released by Equinor 
for use in the Pre-ACT and ALIGN projects. 

3.1.1 Boundary condition with pressure depletion from 
the Troll Field 

The boundary conditions, and effect of pressure depletion 
from Troll area are taken from Lothe et al. [7]. In that 
study pressure depletion from Troll Field were simulated 
varying the influence of faults (effect of fault 
transmissibilites), and the effect of open and closed relay 
zones along the Vette Fault (Fig. 5).  

 

Fig. 5.  Map with modelled pressure in year 2072 with two 
extended faults in the relay zones along the Vette Fault (marked 
with red), using sealing (mult 0.0) faults. Pressures in bar 
Modified from [7]. 

In that study it was assumed to be no-flow boundary 
conditions in all directions and the model is initialised 
with only water at hydrostatic conditions. To represent 
the production and future pressure depletion in the Troll 
Field, 10 water production wells are evenly distributed 
between the Troll West and Troll East. The water 
production wells are set to produce at a desired bottom-
hole pressure (BHP). The base case was set up assuming 
a constant pressure depletion rate in the Troll Field from 
1995 till 2022, with 2.66 bar depletion every year (see 
also Eiken et al. [27]). This is done by reducing the 
controlling BHP in the production wells by 8 bar every 
third year. From year 2022 until 2072 we assume a 
constant pressure depletion rate down to a final 
controlling BHP in the production wells equal to 30 bar 
in 2072. 

3.1.2 Upscaling of sedimentary heterogeneities  

In the original NPD model for the Sognefjord and 
Fensfjord formations, four layers (three in Sognefjord 
and one from Fensfjord to top Brent) were modelled. In 
the southern part of the study area, a deltaic lobe and 
associated channel structures were defined for the 
Fensfjord Formation The channels were correlated with 
ancient valley systems routed from the Norwegian 
mainland [5]. The porosity values in the model were 
varied between 15 and 35 %. The vertical permeability 
varies between 0–1760 mD, with a mean permeability of 
31 mD. The horizontal permeability varies between 
0.25–22 000 mD, with a mean permeability of 456 mD.  
To model the dynamic behaviour of injected CO2 a new 
refined simulation model is required. A smaller more 
refined model (400 m by 400 m grid) east of the Vette 
Fault has been constructed with the objective to refine the 
model in the vertical direction. The resulting model has 
27 layers (Fig. 6). In the new model three intra sand shale 
layers have been constructed in the Sognefjord formation 
in addition to the shale layers (maximum flooding 
surfaces) between Sognefjord and Fensfjord and between 
Fensfjord and Krossfjord formations. For the base case a 
stochastic distribution of properties is assumed where the 
shale layers are not continuous but have localized zones 
of high permeabilities (green patches in Fig. 6a). The 
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shale layers within  and between the Sognefjord and 
Fensfjord formations have an average permeability of 1 
mD, while the sand "holes" are in range of 1 Darcy (Fig. 
6b).  

 

Fig. 6 a) Smeaheia Reservoir model set up with permeability 
distribution for Sognefjord, Fensfjord and Krossfjord 
formations east of Vette Fault, b) Logarithmic base case 
permeability (mD) versus area (%) distribution for the clay-rich 
layers, with sand patches. Modified from [8]. 

3.1.3 Simulation set-up 

For the simulations, it is assumed that constant depletion 
from the Troll Field will affect the CO2 injection in the 
Smeaheia area. We use the simulated pressure history 
from Lothe et al. [7], with extended faults in the two relay 
zones along the Vette Fault, and fault transmissibility set 
to 0, as boundary conditions for the model. The dynamic 
boundary conditions are imposed on the model by use of 
five water production wells along the boundary. The CO2 
is injected at a constant injection rate of 3 million tonnes 
per year over 50 years (total 150 Mt). The injection well 
is located close to the Alpha structure (Fig. 1) and the 
simulations are run for a total period of 1000 years. 

3.2 Johansen and Cook Formation reservoir model 

The reservoir model used for the simulations was defined 
by Gassnova [28] and Sundal et al.[11], covering an area 
of 475 km2 south of the Troll Field (green model outline 
in Fig. 2). The model resolution is 250 by 250 metres 
laterally, with 120 layers vertically, incorporating the 
Johansen and Cook Formations. The porosity is 
calculated from interpreted acoustic impedance in the 
GN10M1 3D seismic volume [28]. The horizontal 
permeability is calculated form porosity based on core 
measurements [11]. The vertical to horizontal 
permeability anisotropy is set to 0.1, which is a common 
assumption for low-energy clastic deposits (see e.g. 
[29],[11]). Sundal et al. [11] assume ordinary 
transmissibility calculation of non-neighbour 
connections across the faults, i.e., no transmissibility 
modifier for faults. Large faults to west and east, Tusse 
and Vette faults, are assumed to be sealing. The full 
connected volume of the Johansen and Cook formations 
is modelled through the use of pore volume 
multiplicators on the northern boundary of the model. 
The southern boundary, as well as the boundaries to the 
east and west are closed. 

4. Results from reservoir simulations 

4.1 Smeaheia Alpha structure 

For the Smeaheia Alpha simulation studies the effect of 
various assumptions for the reservoir heterogeneity is 
tested. This serves to further illuminate the potential 
storage capacity of the structure, which in previous work 
has varied from 40 Mt to several hundred Mt. The 
pressure depletion effect from the Troll Gas Field is 
modelled using "pseudo-wells" in the southern boundary 
of the model. The drawdown schedule in these wells is 
determined from simulations of the regional pressure 
development in the Sognefjord Formation during 
production from the Troll Field. See Lothe et al. [7] for 
details. Long-term simulations are run for a period of 
1000 years.  

4.1.1 Effect of pressure depletion 

The effect of pressure depletion from the Troll Field was 
studied by Lothe et al. [8] for several assumptions on the 
sealing properties of the faults in the larger study area. 
Using boundary conditions based on the pressure 
modelling from Lothe et al. [7], the effect on injected 
CO2 in the Smeaheia was modelled. The CO2 injection 
rate used was 3 million tonnes per year over a period of 
50 years from 2022 to 2072. Rapid migration into the 
eastern Øygarden Fault Zone was observed in all three 
scenarios. This behaviour is mainly controlled by the 
topography of the top layer and shows that this injected 
amount (150 Mt) is probably larger than the storage 
capacity of the Smeaheia Alpha structure. With this CO2 
injection rates the effect of Troll gas production on the 
pressure depletion in the area is temporarily 
counteracted, in particular for the cases with low fault 
transmissibility. Still, the CO2 density decreases rapidly 
after the injection period, and the largest reduction is seen 
using the open fault assumption, that gives a large 
depletion from Troll Field. Pressure depletion on the long 
term is significant even with closed faults, due to pressure 
communication in the southern part of the Sognefjord 
Formation, where the faults die out. 

4.1.2 Effect of facies heterogeneities 

It is known from other studies that heterogeneities like 
calcite layers or clay layers may have a major impact on 
the storage capacity. Lothe et al. [8] also studied the 
effect of different sealing properties of the shale layers in 
three simulation scenarios. The base case (a) is as 
described in the geology section above. In a low-
permeability case (b) the permeability in the shales layers 
is multiplied by 0.001. In a third case (c) a constant 
permeability of 0.1 mD is assigned to the shale layers, 
with no holes or weak zones. The CO2 injection rate also 
in these simulations was 3 Mt/year over 50 years. The 
injection well is, however, a horizontal well placed 
somewhat deeper in the model. The simulation results 
showed that the shales layers have a large impact on the 
saturation distribution during and directly after the 
injection, with a larger CO2 footprint in the deeper layers 
when shale layers have lower permeability. All 
simulations show some migration of CO2 into the 
Øygarden Fault Zone and the main difference is the 
amount of residually trapped CO2 close to the injection 
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well. The larger footprint of CO2 around the injection 
well will also result in more CO2 dissolving into the water 
phase. 

4.1.3 Lower injection rate – 1 million tonnes per year 

To give an estimate of the practical storage capacity of 
the Alpha structure new simulations are performed for 
this paper, with the injection rate reduced to 1 million 
tonnes per year for the same injection period of 50 years. 
This gives a total injection of 50 Mt CO2. The injection 
site is also moved 800 metres westward compared to the 
simulations in Lothe et al. [8], to increase the distance to 
the spill point of the Alpha structure. The other 
parameters of the model are kept constant. The 
simulation is run for 1000 years from the start of the 
simulation. In this simulation the main amount of the 
injected CO2 migrates westwards and to the north, while 
only a small volume migrates east to the Øygarden Fault 
Zone (Fig. 7). From these simulations, we estimate that a 
total of 50 Mt CO2 can be stored in the Alpha structure, 
with minor migration into the Øygarden Fault Zone. 

 
End of injection 

 
500 years 

 
1000 years 

Fig. 7. Maps of simulated CO2 injection at a rate of 1 Mtpa for 
50 years in a vertical well in the Smeaheia Alpha structure. Red 
colours indicate high gas saturations, while blue indicate low 
gas saturation at left; end of injection, middle figure 500 years 
and right 1000 years.  

4.2 Smeaheia Gamma Structure 

Simulations have been carried out injecting CO2 into the 
Gamma structure in the southern part of the Smeaheia 
area. We assume injection in one vertical well (located 
down-flank of the structure) with injection rate of 3 
million tonnes per year over 50 years, and otherwise the 
same model setup as earlier described in Section 3.1.1. 
Pressure depletion from the Troll Field is incorporated 
into the model assuming sealing faults. The simulation 
has been run for 1000 years. The shale layers are assumed 
to have "holes" as described in the base case, Section 
3.1.2.  
Fig. 8 show the CO2 saturation at the end of injection (50 
years), where the gas fills the Gamma structure. After 500 
years, some of the CO2 have migrated into the Øygarden 
Fault Zone, and finally after 1000 years, more of the gas 
have migrated northwards along the Øygarden Fault 
Zone. 

 
End of injection 

 
500 years 

 
1000 years 

Fig. 8. Map view of CO2 gas saturation from injection into one 
vertical well situated in the Smeaheia Gamma Structure. 
Colours as in Fig. 7. 

4.3 Aurora Structure 

For the Johansen Formation the goal was to simulate CO2 
injection with gradually increasing rate, matching a CO2 
supply scenario where new sources are added to the full-
scale demonstration project after an initial period with 
only the sources defined in the full-scale project. When 
the total annual rate exceeds the capacity of a single well 
(assumed to be 3 million tonnes per year) a new well is 
drilled and added to the set of injection wells. The 
number of injection wells is increased further for each 3 
million tonne rate increase, up to a maximum of 6 
injection wells (with a total rate of 18 million tonnes per 
year). After a slower increase in annual rates in the first 
five years the annual rate is increased by 1.5 million 
tonnes per year. This means that a new injection well is 
drilled every second year. The locations of the wells in 
the simulation model are shown in Fig. 9. 

 

 

Fig. 9. Depth map in metres of the top Johansen Formation used 
for the detailed reservoir model of the Aurora site. Injection 
well locations (1 to 6) used in this work is shown. The distance 
between the wells in each pair is 2 km.   

The injection schedule is shown in Fig. 10. Sensitivity 
cases are simulated with one and two injection wells. Fig. 
11 shows the CO2 footprint injecting CO2 from the years 
2023 to 2050 (27 years) using a) one well, b) two wells 
and c) six wells. For the two and six well cases, a ramp-
up of the injection rate shown in Fig. 10 is used. The one 
well case injects 3 Mtpa from the start. Total injected 
amount of CO2 in the shown cases are a) 81 Mt, b) 136 
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Mt and c) 322 Mt. The wells in the model are vertical 
wells and penetrate the top of the model at depths 
between 2700 and 3000 m below sea level. The minimum 
distance between wells is 2 km, with the reasoning that 
two slightly deviated wells can be drilled from the same 
template with distance of 2 km between the wells at 
reservoir depth. 

 

Fig. 10. Annual CO2 injection rate schedule 2023 to 2050 in the 
simulations for the Aurora case with 6 injection wells. The 
numbers above the bars, and the colours indicate when a new 
well is added to the pool of active wells.  

a) 

 
1 well 

b) 

 
2 wells 

c) 

 
6 wells 

Fig. 11. Maps showing grid cells with CO2 gas saturations and 
the major faults in the model area for the Aurora storage 
prospect. For well placement, see Fig. 9, for colour scale see 
Fig. 13. 

4.3.1 Total pore volume  

Sensitivities have been run on the assumed total pore 
volume in pressure communication with the Aurora 
storage site. In the Norwegian CO2 Storage Atlas [20] the 
pore volume of the combined Johansen and Cook 
Formations is given at 90 Gm3. This includes the part of 
the Johansen Formation east of the Tusse Fault. The 
simulations in Fig. 11 have been run with pore volume 
multipliers along the northern model edge that give the 
model a total pore volume of 280 Gm3. This case assumes 
that a larger pore volume is in connection with the 
Johansen and Cook formations. A sensitivity case has 
also been run with a smaller multiplier giving a total 
model pore volume of 50 Gm3 representing only the 
Johansen and Cook formations west of the Tusse Fault.  
The individual injection rates for the different wells are 
kept constant for the first 20 years, thereafter, reduced for 
the low case, see Fig. 12a) and b) for comparison. The 
size of the connected pore volume for the Aurora 
structure is uncertain and a more precise estimate of pore 
volume can only be assessed after several years of 
injection, by monitoring and modelling the injection 
pressure.  The simulated cases should be considered 
upper and lower estimates for pore volume.  

Simulation results show that the smaller model volume 
impacts the injection rate of the wells, which are all 
bottom-hole pressure restricted at 1.5 times the initial 
hydrostatic pressure at the top of the model at the position 
of each well. Fig. 13 shows in map view, that smaller 
pore volume, reduces the distribution on the CO2 slightly. 
The reduction in injection rate at the end of the injection 
period leads to injection of a total of 293 Mt CO2, 
compared to 322 Mt for the base case with larger pore 
volume.  
a) 

 
b) 

 

Fig. 12. Individual injection rates per well in the a) 50 Gm3 and 
b) 280 Gm3 pore volume cases. 

a) 

 

b)  

 

 

 

Fig. 13. CO2 footprint at the end of the injection period for two 
cases with different total pore volume of a) 50 Gm3 and b) 280 
Gm3. The case with pore volume 50 Gm3 has slightly smaller 
total injected CO2 amount due to pressure constraints in the 
injection wells towards the end of the simulation period. 

5. Discussion 
From earlier studies and from ongoing research, four 
potential storage sites at the Horda Platform have been 
identified (Fig. 14):  
(1) Aurora structure: For the deeper Johansen 
Formation, several studies have been carried out over the 
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last years at different locations. Eigestad et al. [13] 
simulated CO2 storage of 3.5 Mt per year over 110 years 
at the southern end of the Tusse Fault. Bergmo et al. [14] 
simulated CO2-storage with injection of 3 Mt per year 
over 110 years in one well further north in the formation, 
west of the Tusse Fault. They showed a promising 
storage site, with permanent storage, although in a worst-
case scenario, the injected CO2 would migrate to the Troll 
Field after 150 years of injection. Sundal et al. [11] 
simulated injection in the western part of the formation, 
about half-way between the injection site of [13] and  
[14]. Sundal et al. [11] targeted a section of the formation 
where seismic attribute analysis indicated high porosity. 
They used a single vertical well perforated in the lower 
half of the Johansen Formation (location as in the present 
study), with injection of 3.2 Mt per year over 50 years 
(160 Mt). Their study also tested the impact of geological 
heterogeneities and its effect on residual trapping and up-
dip migration of CO2.  
In the present work we have modelled the full pore 
volume for the Johansen Formation. Several injection 
wells have been progressively introduced, with 
increasing rate of CO2 supply. Assuming an injection rate 
of 3 Mt per year for each well, up to six wells were 
introduced. The total injected volumes of CO2 simulated 
for a period of 27 years, from 2023 to 2050, by number 
of injection wells are: injecting in only one well stores 81 
Mt; ramping up to two wells stores 136 Mt; injecting at 
six well sites store 322 Mt. These simulation results 
indicate that Johansen Formation seem very promising 
for CO2 storage.  
(2) Alpha structure: For the Alpha structure at 
Smeaheia, Lauritsen et al. [10] simulated injection in one 
well, with an injection point deep in the Viking Group, 
assuming strong pressure influence from nearby fields. 
The modelled storage capacity was up to 40 Mt CO2, 
above which CO2 would spill from Alpha to the more 
uncertain Beta structure and to the Øygarden Fault 
Complex. Lothe et al. [7] on the other hand simulated 
storage of 3 million tonnes per year over 50 years with 
no spill to Beta. However, in this work a coarse gridding 
of the Sognefjord Formation was used, with low 
resolution at the top of the structure, which is well suited 
for single-phase pressure modelling, but less valid for 
CO2-injection modelling.  
Whether the Øygarden Fault Zone is sealing or not for 
CO2 storage, is not clear with the present knowledge of 
the area, but recent literature indicate that caution is 
required. Ksienzyk et al. [30] documents several episodes 
of deformation in the Bergen area, just onshore the 
Øygarden Fault Zone. The Øygarden Fault Complex 
represents the eastern boundary of the Mesozoic rift, and 
thereby control the reactivation of this major structure. 
As shown in the modelling, the storage capacity for the 
Alpha structure is in the range of 50 Mt CO2, using an 
injection rate of 1 Mt per year for 50 years. This indicates 
that a storage potential in the range 40–50 Mt, given a 
conservative approach, without migration eastwards into 
the Øygarden Fault Zone. 
(3) Gamma structure: For the Gamma Structure in the 
southern part of the Smeaheia area, [9] simulated storage 
of between 600 Mt and 3 Gt CO2, even under continuous 
pressure depletion from the Troll Field. In this work, we 

simulate storage in range of 150 Mt, using injection in 
one well with 3 Mt per year for 50 years, which is on a 
smaller scale than in Nazarian et al. [9] simulation results. 
However, [9] have simulated three injection sites and, 
most importantly, we anticipate that Equinor have access 
to newer data. New interpretation of the top Sognefjord 
Formation surface would provide better representation of 
the structural traps in the area than those available for the 
present work. 
(4) Troll Field: The fourth potential site for large-scale 
CO2 storage is the giant Troll Gas Field itself. The field 
will stay in production for several decades, perhaps until 
the year 2060. However, it represents a vast potential for 
CO2 storage that can be phased in as the other large 
storage sites comprising a CO2 storage hub, i.e. Johansen 
Formation and Smeaheia Formation Gamma structure, 
become filled. Simple mass-balance calculations based 
on recoverable gas reserves, the initial formation volume 
factor for gas and the initial pressure show a CO2 storage 
capacity of 5 Gt. Influx of water from the regional 
Sognefjord Formation will reduce the practical storage 
capacity, but even at two-thirds of the mass balance 
estimate the storage capacity will be several thousand 
million tonnes. 

6. CO2 supply  
The Norwegian process industry has issued a roadmap 
for reduction of CO2 emissions [31]. Their vision is to 
reduce CO2 emissions to zero by 2050 while maintaining 
value creation, increasing production, and developing 
new processes and products. CCS is identified as an 
important tool to fulfil this vision. The roadmap from 
Norsk Industri gives a possible timeline for 
implementation of the various CO2 reduction 
technologies [31]. In the presented scenario the annual 
amount of CO2 captured in 2030 is about 1.8 million 
tonnes, and in 2050 about 5.5 million tonnes. 
CO2 can also be collected from other Scandinavian 
sources and from Northern Europe and transported to the 
onshore CO2 transport hub near Bergen. The need for 
emissions reductions is large, and even in Northern 
Europe the amount that needs to be captured annually by 
2030 is much larger than a single storage hub can 
accommodate. Several demonstration projects with 
specific sources and sinks are in development, as shown 
by the other ALIGN cluster studies and also by other 
ERA-Net ACT projects. These other clusters represent a 
joint effort to demonstrate that CO2 storage can be 
managed in a safe and cost-efficient manner.  
 
The effort of the Northern Lights project to secure 
additional CO2 sources to fill the first pipeline to capacity 
could be met by first movers in the European industry and 
energy production sectors. Individual possible sources 
have not been identified in this work, except for the 
refinery at Lysekil. Cross-border transport is still a big 
unknown factor, which could delay implementation of 
CO2 transport form Sweden or any of the other European 
countries with large point sources of CO2. 
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7. Roadmap for a Horda CO2 Storage Hub 
Published studies, in addition to simulations of CO2 
storage in the Sognefjord and Johansen formations in this 
work, show the large potential for rapid increase in the 
annual storage capacity in the Horda Platform area to 
match an expected increasing storage demand from CO2 
sources in Norway and in Northern Europe. Fig. 15 
shows a scenario for tie-in time and amount for storage 
sites in a Horda Storage Hub. The figure shows a sketch 
of how the potential storage units in the Horda Platform 
area can match CO2 supply rate from sources in Norway, 
Sweden and northern Europe. In the roadmap we suggest 
to commence injection in the Johansen Formation Aurora 
site in 2023 with continuous injection till 2050, assuming 
injection in up to six injection wells. We estimate the total 
capacity of Aurora to be 293 Mt CO2, using the lower 
limit pore volume (e.g. 50 Gm3). Thereafter, injection 
into the Sognefjord Fm. Alpha structure could be started 
in 2032, and the possible commencement of CO2 storage 
operations in the Gamma structure in the south of the 
Horda Platform in 2034 (Fig. 15).  
However, the timing of the different CO2 storage sites is 
tentative. For instance, the availability of (3) Smeaheia 
Gamma structure is dependent on the outcome of future 
oil and gas exploration in the area and may be either 
postponed or never be carried out. Equinor will drill a 
hydrocarbon exploration well (Gladsheim in the Gamma 
structure) in near future, and the outcome of that well will 
most likely influence the interest to use this structure for 
CO2 storage. Also, the order of (1) and (2), is still very 
open, and will be decided by the Northern Lights project 
and Gassnova in the coming years. 
In long-term context it is also interesting to consider 
including the Troll Gas Field into the development plans 
for the storage hub. The field will be in production for 
several decades, possibly until year 2060. However, it 
represents a large potential for CO2 storage that can be 
phased in as the other large storage sites in the hub are 
getting filled. In Fig. 15, we have anticipated that CO2 
injection can start in 2055.  

 

Fig. 14 Location of potential storage sites in the Horda CO2 
Storage Hub. (1) Aurora structure, (2) Alpha structure, (3) 
Gamma structure and (4) Troll Field. See Fig. 15 for timing for 
the storage sites.  

All sites have been mapped with seismic surveys and 
have been subjected to several desktop studies, including 
the simulations in this work. However, the geological 
horizons and fault descriptions used have not been 
consistent from one study to the next. Likewise, the 
representation of petrophysical heterogeneities varies 
considerably. There are, therefore, still large 
uncertainties in the simulated storage capacities. The 
situation can be expected to improve when additional 
data have been obtained and interpreted. The results from 
two new exploration wells, in the Smeaheia Formation 
Gamma structure and Johansen Formation Aurora 
structure, are anticipated towards the end of year 2019- 
early 2020.  

 

Fig. 15. Horda CO2 Storage Hub deployment for CO2 supply 
(million tonnes per year) from sources in Norway, Sweden and 
Northern Europe. A possible schedule for tie-in of the 
prospective storage sites linked to a Horda CO2 Storage Hub, as 
discussed in this paper, is marked with arrows. The arrows 
show possible starting dates and estimated potential storage 
capacity.  For location see Fig. 14.  

8. Conclusions 
In this work, which is part of the ALIGN-CCUS project 
we have evaluated the potential of using the Horda 
Platform, offshore western Norway as a European 
industrial CCS Cluster, with the focus and investigation 
of the storage potential and options. The effect of large-
scale depletion due to the gas production at the Troll 
Field, has been considered in the simulation approaches.  
The simulation and resulting range of CO2 capacity 
estimates show that the study area has at least four 
potential storage sites: the  
1) The Aurora structure, southeast of Troll in the 
Johansen Formation (120- 293 Mt),  
2) The Smeaheia Alpha structure, in the northern part of 
the Sognefjord Formation (40-50 Mt),   
3) The Smeaheia Gamma structure (Sognefjord 
Formation) (0.15-3 Gt) and  
4) Troll Field, after cessation of gas production in the 
Sognefjord Formation (3-5 Gt).  
We sketch an annually rate and timeline for which 
possible sites could be used for the development of the 
industrial-scale Horda CO2 Storage Hub over the next 
thirty years. Possible CO2 supply rates (million tonnes 
per year) from sources in Norway, Sweden and Northern 
Europe is used as input. These estimates show potentially 
totally CO2 stored by 2050 in range of 810 Mt, and 1.85 
Gt in 2065.  
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Abstract  
CO2 capture opportunities for the Norwegian silicon industry have been assessed through a techno-economic 
investigation. Two silicon plants have been studied for integration with a split-flow MEA-based CO2 capture plant. 
The two plants considered produce different silicon products, and while the base production process is similar, there 
are differences that affect implementation of CO2 capture. Initially, the purpose of the investigation was to identify 
partial capture scenarios that could reduce the cost of capture and thereby the threshold for implementing CO2 capture. 
The investigation showed that there was sufficient excess heat to achieve a capture rate of 90% for both plants. 
However, as there are silicon plants that do recover the energy today for power and heat production, a seasonal partial 
capture scenario was developed. Here, the energy is converted to district heating and sold during the winter months 
and assumed available for CO2 capture during the summer months. Due to there being sufficient heat, a major part of 
the investigation was still centered around exploring 90% capture rate scenarios. The first plant is a small plant (~55 
kt CO2 annually) with a low CO2 concertation in the furnace off-gas (1 vol%), which resulted in a high capture cost, 
~ 120 €/t CO2. The second plant is a larger plant (~250 kt CO2 annually) with a higher CO2 concentration in the 
furnace off-gas, but still quite low from a CO2 capture perspective at ~4 vol%. For this plant, the effect of off-gas 
recycling to increase the CO2 concertation was assessed. Three scenarios were studied, and the result gave a capture 
cost between 45 – 55 €/t CO2 captured. Even though the plants both produce silicon products, they have a very different 
starting point and economic potential when it comes to implementation of carbon capture and storage (CCS). The 
investigation into seasonal partial capture gave some interesting results and warrants further investigation. 

Keywords: CO2 capture, process industry, excess heat recovery 
 

1. Introduction 
The most abundant element in the Earth's crust after 
oxygen is silicon (Si), more than 25%, in the form of 
silicates [1]. The Norwegian silicon industry is the 4th 
largest in the world with a reported annual production of 
380 000 metric tons in Year 2018 [1]. The silicon 
industry is an energy-intensive industry, which consumes 
both electricity and carbon-based raw materials. Silicon 
produced in Norway has one of the lowest overall CO2 
emissions in the world, mainly because of high energy 
efficiency and the majority of Norway’s electricity 
stemming from hydro power [2]. Still, the industry is a 
significant contributor to the industrial CO2 emissions in 
Norway due to the carbon consumed in the process. The 
industry is pursuing several pathways to reduce 
emissions in addition to carbon capture and storage 
(CCS), such as development of the production process, 
excess heat recovery, and increased share of carbon from 
biomass.  
The work presented is part of the CO2stCap project [3]. 
CO2stCap is a Norwegian-Swedish research initiative 
aiming to reduce the cost of carbon dioxide (CO2) capture 
in the process industry by developing concepts for partial 
capture. The project started in 2015 and ends in June 
2019. Four different industries were investigated; iron & 
steel, cement, pulp & paper, and silicon.  

The aim of this paper is to assess the potential for CO2 
capture at two different silicon production plants located 
in Norway. The developed scenarios are investigated 
using techno-economic assessment.   

1.1 The silicon production plants 

Two different silicon production plants form the basis of 
the investigation. They consist of one or more electric arc 
furnaces, in which quartz (SiO2) is reduced by carbon; 
SiO2 + 2C = Si + 2CO  
With the present production process, all CO from the 
process is oxidized above the charge level. The off-gas 
leaves the furnace at temperatures in the range of 400 - 
700°C, it is then cooled before entering a filter (typically 
baghouse) where the valuable byproduct microsilica is 
recovered. The two plants considered produce different 
silicon products, and while the base production process 
is similar, there are differences that affect the 
implementation of CO2 capture. A scheme of the 
production process is presented in Figure 1. 
Plant one is a real plant, REC Solar, located in 
Kristiansand. It has one furnace with an annual 
production of ~10 kt silicon metals. The product is 
mainly used in solar panels. The corresponding CO2 
emissions are ~55 kt, of which ~20% are of biogenic 
origin. The main challenge for CO2 capture for this plant 
is the rather small amount of CO2 emitted in combination 
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with a low concentration of CO2 in the furnace off-gas of 
~1 vol%.  
The second, larger plant has two furnaces, and produces 
ferrosilicon (FeSi) primarily for use in the iron and steel 
industry. Here, the expected CO2 concentration in the 
furnace off-gas is ~4 vol%, and the annual CO2 emissions 
are ~250 kt. This is a generic plant, still it is 
representative of FeSi plants operating in Norway today. 
The industry is working on increasing the CO2 
concentration, and one of the focus areas is off-gas 
recycling. For a plant with multiple furnaces, this might 
entail off-gas recycling on one or several furnaces.  
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Figure 1: Scheme of the silicon production process.  

 
2. Methodology 
Figure 2 gives a schematic overview of the methodology 
applied in both the CO2stCap project and the present 
study. The design of cost-efficient capture processes is 
determined in a techno-economic analysis in form of an 
iterative procedure between costing and process 
modelling. The technical investigation is based on 
detailed process simulations in Aspen Plus to design and 
dimension the MEA capture unit. In the work presented, 
the silicon production plants are coupled with a rich-
solvent split-flow MEA-based CO2 capture plant 
followed by compression of the CO2 to 110 bar, see 
Figure 3. The process models used have been presented 
in, amongst others [4] and [5]. 

 

Figure 2: Methodology adopted in the project.  

The cost estimation is performed with the Aspen In-plant 
Cost Estimator combined with a well- proven, in-house 
developed installation factor model, [6] - [8]. 
The investment cost (CAPEX) is estimated from 
equipment lists containing dimensions that are derived 
from the process simulations. The operational cost 
(OPEX) is based on mass and energy flows across the 
battery limits of the plant per hour and is obtained from 
these simulations. The annual OPEX are calculated based 
on a utility and personnel price list, and maintenance 
cost, see Table 1 for details.  
 

 

Figure 3: Illustration of the MEA capture process with rich-
solvent split-flow configuration.   

Table 1: Parameters used for OPEX calculation. 

Parameter Unit Value 
Electricity price EUR/kWh 0.055 
Cooling water EUR/m3 0.02 
MEA make-up* EUR/m3 1 867 
Personnel – operators (1 
person per shift) kEUR/an 663 
Personnel – engineers (1 
person) kEUR/an 158 
Maintenance (% of installed 
cost) % 4 
Uptime H 8 760 
Rate of return % 7.5 
Number of years  25 

* MEA make-up is based on IEAGHG [9] assumed 1 wt% of lean 
MEA stream to continuous reclaimer and 5% MEA loss during 
thermal reclaiming. 

2.1 Assumptions  

The main assumptions are; 
 30 wt% MEA, split flow configuration 
 Steam to reboiler, 2.7 bara and 133ºC 
 CO2 compression to 110 bar 
 Onsite steam generation for the stripper reboiler 

is included, electric boiler (EB) and excess heat 
steam generation (WHSG) 

 Brownfield site 
 Only direct plant emissions considered 
 CAPEX 
 Project contingency (20%) is included 
 The detailed factor estimation method normally 

has an uncertainty of ± 40% (80% confidence 
interval) 

 Cost year 2015 
 nth of a kind (NOAK) 
 Start-up cost is not included 

2.2 Partial capture 

A rule of thumb in carbon capture and storage (CCS) 
from power plants has been to achieve a capture rate of 
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90% or higher. From a technical perspective, it is 
relatively straight forward in many cases to achieve such 
high rates, for instance when applied to power 
generation. However, in many process industries such 
high capture rates could imply excessive cost and a 
different CO2 capture strategy, i.e. partial capture should 
be adopted. The partial capture concept is defined as 
capture of only a fraction of the available CO2 emissions 
on site. The following examples illustrates plants where 
partial capture could be favorable to full capture, i.e. 
yields lower absolute and specific cost (€/t CO2) – further 
aspects are discussed in; 

 Plants that have excess energy or an energy 
system that constantly or depending on market 
conditions may produce a part of the heat 
needed for carbon capture at low-cost. 

 For plants with multiple stacks, targeting the 
most suitable stack(s) instead of total site 
emission. 

 Plants where carbon capture is cost-efficient in 
combination with other mitigation measures, 
such as biomass, electrification, energy 
efficiency measures, etc. 

This work assesses also, whether applying partial capture 
is a relevant strategy for the Si/FeSi plants investigated 
here. 
 
3. CO2 capture scenarios  
The scenarios investigated for the two silicon production 
plants are presented in the sections below. Because of the 
difference in the plants, different scenarios have been 
developed.  
One of the most important aspects in CO2 capture is 
energy supply to the stripper reboiler. In the scenarios 
studied, the steam is either supplied from an electric 
boiler or from excess energy from the furnace off-gas 
recovered in a WHSG.  
A general observation from both plants is that there is 
sufficient heat available from the furnace off-gas (~ 
600°C) to cover the energy (steam) needed in the stripper 
reboiler. This excess energy is to varying degree utilised 
today in Norwegian Si/FeSi plants. The most likely CO2 
capture scenario for both plants is that excess heat is 
utilised in the capture plant to reduce the capture cost. 
However, to increase the flexibility of the results 
(adaption to other plants where excess heat is not 
available) and to provide a reference, a scenario with an 
electric boiler is included. 
Developing partial capture scenarios within this premise 
is limited as scenarios that are governed by how much 
CO2 can be captured utilsing the excess heat is not 
applicable. However, if the alternatives for utilising the 
excess heat is either for CO2 capture or for sale of district 
heating, one could consider seasonal capture, i.e. CO2 
capture during the seasons of the year where the district 
heating demand is low. Seasonal (partial) capture was 
only explored for plant 1. 

3.1 Plant 1 – Si production 

An overview of the scenarios studied for plant 1 is 
provided in Table 2. The CO2 concentration after the 

filter is ~1 vol%, however it was calculated to be 3.7 
vol% before the filter, see Figure 1. Therefore, scenarios 
with both CO2 concentration were included. However, 
the pre-filter capture scenario will entail changes in the 
existing Si production process as CO2 capture from an 
off-gas containing particles is not recommended. In 
addition, the particles in this case is a valuable bi-product 
(microsilica) and must be recovered. The most obvious 
change would be a different filter design with less air 
dilution. The technical feasibility of such changes and 
associated costs has not been considered. Further, a study 
into increased plant size was also performed to 
investigate the effect of size. The sizes chosen, in 
addition to 1x55 kt CO2 plant (original plant), were, 3x55 
kt CO2 and 5x55 kt CO2.  

Table 2: Scenario overview, plant 1. 

Scenario CO2 capture details 

1a 1 vol% CO2 in off-gas, 90% capture rate, 
energy supplied thorough an electric boiler 

1b 1 vol% CO2 in off-gas, 90% capture rate, 
energy supplied thorough a WHSG 

1c 3.7 vol% CO2 in off-gas, 90% capture rate, 
energy supplied thorough a WHSG 

3.2 Plant 1 – seasonal (partial) capture 

Commonly for Si and FeSi plants in Norway is that they 
seek to recover the excess heat when there is a market for 
it. For plants with a favorable location, e.g. if there is a 
market for the heat as district heating in the surrounding 
area. However, if the heat recovered is sold, it could limit 
its availability for use in the CO2 capture plant (steam to 
the stripper reboiler). To assess the consequences of such 
a scenario, the investigation into plant 1 was extended to 
assess seasonal capture. The main assumptions adopted 
for seasonal capture are;  

 Excess heat for district heating is only sold 
during the winter months (six months of the 
year) 

 Excess heat can be used "free of charge" for CO2 
capture during the summer months. CAPEX for 
WHSG is included. 

 A full-sized capture plant is built (capacity to 
capture 90% of the CO2 produced at the given 
time) 

 The value of the steam as district heating was 
set equal to the value of 16.67 €/t  

 All year capture includes a loss of revenue from 
sales of district heating during winter 

The scenarios included in the investigation into seasonal 
capture are presented in Table 3. 
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Table 3: Scenario overview of seasonal capture for plant 1. 

Scenario CO2 capture details 

2a 1 vol% CO2 in off-gas, 90% capture rate all 
year, steam from WHSG  

2b 1 vol% CO2 in off-gas, summer only 
capture, steam from WHSG 

2c 3.7 vol% CO2 in off-gas, 90% capture rate 
all year, steam from WHSG 

2d 3.7 vol% CO2 in off-gas, summer only 
capture, steam from WHSG 

3.2 Plant 2 – FeSi production 

In Table 4, the scenarios studied for the second plant are 
presented. The focus of this investigation was the effect 
of applying off-gas recycling for increased CO2 
concentration. The scenarios are, one where both 
furnaces were operated as normal (3a), one where both 
furnaces have off-gas recycling (3b), and one where the 
one furnace operates as normal and one has off-gas 
recycling (3c). The furnace off-gases in these scenarios 
enter the same CO2 capture plant. A modified version of 
Figure 1 is presented in Figure 4 that illustrate the off-gas 
recycling. The energy needed in the stripper reboiler is 
supplied through a WHSG.  

Table 4: Scenario overview, plant 2. 

Scenario CO2 capture details 

3a Two furnaces, no recycling, 4.4 vol% CO2 
in off-gas, 90% capture rate 

3b Two furnaces, recycle in both, 15.1 vol% 
CO2 in off-gas, 90% capture rate 

3c 
Two furnaces, recycle in one, off-gases 
combined, 6.8 vol% CO2 in off-gas, 90% 
capture rate 
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Figure 4: Plant 2 with off-gas recycling.  

 
4. Results and discussion 
The scenarios presented in the previous section were 
simulated and cost estimated. In this section the results 
are presented and discussed.  

4.1 Plant 1 – Si production 

The results from the tecno-economic investigation of 
plant 1 is presented in Table 5 and Figure 5. For plant 1, 
two CO2 concentrations are considered, in addition the 
effect of plant size is also studied. The results of the 
process evaluation showed that there is sufficient excess 
heat available from the furnace off-gas to fully cover the 
need of the stripper reboiler duty at 90% capture rate.  
 
 

Table 5: The main technical results for plant 1. 

Scenario Specific reboiler 
duty, SRD Steam supply 

1a 3.53 MJ/kg CO2 
captured 

All steam from 
electric boiler 

1b 3.53 MJ/kg CO2 
captured 

All steam from 
WHSG boiler 

1c 3.34 MJ/kg CO2 
captured 

All steam from 
WHSG  

 

 
Figure 5: Results of the investigation into plant 1.  

The results in Figure 5 show that the combination of low 
CO2 concentration and small CO2 amounts makes CO2 
capture costly with prices in the range of 125 – 175 €/t 
CO2 for the current plant size (1x), depending on whether 
excess heat is utilised or not. A relatively small increase 
in CO2 concentration, ~ 4 vol%, reduces cost 
significantly by ~30 €/t CO2. The feasibility of increasing 
the concentration has not been assessed, the current 
process configuration needs to be reassessed, primarily 
the type of filter used, as CO2 capture needs to take place 
after the filter to avoid operational issues in the capture 
plant and to ensure recovery of microsilica. Increasing 
the plant size is also beneficial in regard to capture cost. 
The specific CAPEX decreases due to economy of size. 
The breakdown of the OPEX is given in Figure 6.  

Figure 6: Breakdown of OPEX for plant 1. 
The figure shows that the maintenance and personnel cost 
contribute disproportionally for the small plants (1x55 kt 
CO2 annually). Finally, the utilisation of excess heat is 
highly beneficial as expected, clearly observed when 
comparing steam from an electric boiler (EB) versus a 
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WHSG. Note that for the EB case, the energy supply to 
the stripper reboiler (steam) is in the form of electricity 
as the boiler is electrically driven. 

4.2 Plant 1 – seasonal (partial) capture 

The results form the seasonal capture investigation are 
presented in Figure 7. The results show that for the 
summer-only capture, the CAPEX contribution to the 
cost increases and becomes the dominant one, compared 
to OPEX being the dominating element for all year 
capture.  

 
Figure 7: Results of the investigation into seasonal (partial) 
capture for plant 1.  

4.3 Plant 2 – FeSi production 

The focus of this investigation into plant 2, was the effect 
of applying off-gas recycling for increased CO2 
concentration, which yields a lower specific reboiler duty 
(SRD) for off-gas recycling, as illustrated in Table 6.  

Table 6: The specific stripper reboiler duty for plant 2. 

Scenario Specific reboiler 
duty, SRD Steam supply 

3a 3.34 MJ/kg CO2 
captured 

All steam from 
WHSG, 23.6 MW 

3b 3.15 MJ/kg CO2 
captured 

All steam from 
WHSG, 22.3 MW 

3c 3.26 MJ/kg CO2 
captured 

All steam from 
WHSG, 23.0 MW 

 

 
Figure 8: Results of the investigation into plant 2.  

A comparison between the estimated cost for scenario 1a 
(50 kt CO2 captured) and 3a (220 kt CO2 captured), which 
represents todays situation for plant 1 and plant 2, 
illustrates again the benefit of size on the cost of capture. 

Figure 8 shows that the increase to ~7 vol% and further 
to 15 vol%, reduces the specific capture cost as expected, 
with 4 and 8 €/t CO2, respectively. The CAPEX is 
reduced as the flue gas volume is reduced, while the 
reduction in OPEX is due to the reduced SRD with 
increased concentration. In addition. It should be pointed 
out that higher concentrations (> 10 vol%) make other 
post-combustion capture technologies more attractive, 
e.g. pressure swing adsorption (PSA), membrane, and 
low temperature/ cryogenic. 
 
5. Concluding remarks   
For plant 1, the capture cost was estimated to between 
125 – 175 €/t CO2, where the lowest cost represents the 
scenario for which the excess heat is utilized for capture. 
The combination of a low CO2 concentration and small 
amounts of CO2 makes CO2 capture costly. A relatively 
small increase in CO2 concentration, to ~4 vol%, is 
beneficial regarding cost. If such a scenario is possible 
the cost of capture is reduced with ~30 €/t CO2. 
Increasing the plant size, and taking advantage of 
economy of size, gave further reduction in capture cost. 
Seasonal capture could under the right circumstances be 
considered, still utilising the excess heat for CO2 capture 
seems to be preferable. The results are highly dependent 
on the value of district heating A further investigation 
into the possibility of combining steam to stripper 
reboiler and district heating is recommended.  
For plant 2 the current CO2 concentration is ~4 vol% CO2 
with an associated cost of 55 €/t CO2. With flue gas 
recycling there is a potential of reaching 6.8 vol% CO2 
with partial recycling and 15 vol% CO2 with full 
recycling, resulting in a cost reduction of 4 and 8 €/t CO2, 
respectively. In addition, higher concentrations may 
make other capture technologies attractive.   
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Abstract  

The most common platform for biogas process modelling, ADM-1, was extended adding the bio-electrochemical 
active CO2 reduction to CH4 reaction. The Nernst expression was incorporated as Monod-type kinetic expression to 
formulate the reaction rate, which is controlled by the electrical potential. The proposed model is applied to a complete 
mixed separate cathode compartment running in a continuous flow mode of operation. The model modification is 
relatively simple, mainly as a learning tool focused on the differences between an AD process with and without a Bio-
electrochemical system (BES). The simulations demonstrate the basic concepts of BES for biogas upgrade and its 
limitations. The simulations show that biogas methane content can be increased up to 85 % under the reactor settings 
selected for the simulations. The rate of the reduction reaction can be constrained by the local potential of the cathode 
and the substrate concentration. The necessity of maintaining some buffering from CO2 partial pressure to prevent the 
inhibition due to rise in pH is also pointed out. The simulations suggest that simultaneous bio methanation of CO2 
from endogenous and external sources can be achieved using an AD with BES.  

Keywords: CO2 negative solutions, CCUS, CO2 utilisation, BES, bio-methane 
 

1. Introduction  
Anaerobic digestion (AD) process is a highly economical 
and efficient method to produce methane (CH4). It 
consists of a series of biochemical conversions that uses 
a variety of organic wastes in a controlled environment. 
AD produces biogas containing 50 -70 % CH4 and 50-30 
%  CO2, meaning that the typical biogas has low calorific 
value, which limits its use [1]. Therefore, biogas is 
upgraded by removing CO2 before selling as a transport 
fuel. Water scrubbing, physical absorption using organic 
solvents, chemical absorption using amine solutions are 
some of the technique commonly used for CO2 separation 
from biogas. This study is focused on the alternative to 
convert CO2 to CH4. The conversion can be done with 
anaerobic digestion integrated with bio-electrochemical 
systems (BES) and can also be extended to utilise CO2 
captured from other sources [2].  
The bio-electrochemical system (BES) refers to 
processes that involve electrode reactions catalysed by 
microorganisms. CO2 reduction to CH4 (reaction 1)  
directly at the cathode using electricity as energy source 
and microorganisms as the catalyst has been 
demonstrated [3]. Electricity for BES should be from 
renewable sources, as a way of storing renewable surplus 
electricity as methane [4].  𝐶𝑂 + 8𝐻 + 8𝑒 → 𝐶𝐻 + 2𝐻 𝑂      (1) 
Conversion of CO2 to CH4 with intermediate production 
of hydrogen (H2) is also possible. It follows two steps. 
The first step is protons reduction to H2 (reaction 2) and 
then the produced H2 reacts with CO2 (reaction 3). The 
later step is completely biological conversion.  8𝐻 + 8𝑒 →  4𝐻         (2) 𝐶𝑂 + 4𝐻 →  𝐶𝐻 + 2𝐻 𝑂      (3) 

The protons (H+) and electrons (e) needed for the 
reduction reaction at the cathode are produced by 
oxidizing water or acetate (or easily degradable organics) 
at the anode. However, oxidation of acetate (or easily 
degradable organics) results in the production of CO2.  
The thermodynamic potential of CO2 reduction to CH4 
and potential of water oxidation are reported to be -0.24 
V vs NHE (Normal Hydrogen Electrode) [5] and 0.81 V 
vs NHE [6] respectively. All reported potentials are 
standard potentials under biologically relevant conditions 
at pH 7 and 25 0C. Additional cathode potential over the 
thermodynamic potential should be always applied to 
overcome other potential losses (energy losses) and 
derive the intended reaction. The other potential losses 
are mainly a result of activation energy required to drive 
the electrochemical reactions, ohmic losses as a result of 
resistance to the flow of charges, concentration losses as 
a result of mass transfer limitation and bacterial 
metabolic losses[7]. 
Electrode “respiring” bacteria involve this bio 
electroactive process via extra-cellular electron transfer 
(EET), the process by which microorganisms can 
transport electrons into and out of the cell from or 
towards an insoluble electron donor or acceptor (in this 
case, solid cathode). The current understanding on 
interactions of the microorganism with solid electron 
donors and their importance in nature and for bio-
sustainable technologies has been explored by Tremblay 
et al. [8]. Conductive based and diffusion-based are the 
main two routes that the electrons are transferred. The 
conduction-based EET relies on the transmission of 
electrons through a conductive biofilm matrix composed 
of extracellular polymeric substances, acquiring 
electrons directly from a solid donor at a given redox 
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potential (In the biofilm matrix, the microorganisms are 
known to produce conductive pili to electronically 
connect the solid electrode.). The diffusion-based EET 
relies on the migration, diffusion, and/or advection of 
soluble electrochemically active molecules (mediators) 
to carry electrons from cells to the electron-accepting 
surface [8]. 
Although several studies have verified the applicability 
of this technology in lab-scale, many limitations still 
need to be addressed to optimize the technology and 
make it economically feasible. Constraints regarding side 
reactions, mass transfer, inoculum type, electrode 
material, anode-cathode separation, operation 
parameters, system design or scaling-up are some of the 
bottlenecks [2]. In this scenario, process modelling is 
instrumental to understand the extensive experimental 
work to eventually commercialize the technology. 
Recio-Garrido et al. [9] have reviewed several BES 
modelling approaches. The models reviewed were 
classified based on their complexity of the mass balances, 
transport phenomena and microbial populations. 
However, the complexity or the level of details of a 
model depends on the specified modelling objectives. 
Simple models are more accommodating to understand 
basics in this process which is demanding 
multidisciplinary knowledge (from microbiology, 
electrochemistry, material science, electrical 
engineering, etc.). 
In this work, the generally accepted anaerobic digestion 
model no.1 (ADM1) [10] as a common platform was 
modified by taking into account the bio-electrochemical 
reaction (1): This integration of BES-AD to study CO2 
capture and utilization as methane is a first-of-kind (to 
the best of our knowledge) and the main objective is 
“model for learning”. The level of the details of the model 
can be expanded later, based on the initial model 
simulations and as more experimental results are 
generated. The simulations will also give essential 
directions in planning experiments. 
The extended model was used to evaluate the change in 
the biogas composition and other operation parameters 
when the electrochemical reaction was employed and 
controlled by the electrical potential, and to identify the 
process limitations. The focus was given to observe the 
differences between AD process with and without BES. 
The possibility of using externally-produced CO2 to 
produce methane biologically (biomethanation) was also 
used as a simulation case. 
2. Method of model development approach 
The ADM-1 was extended adding an electrochemical 
active biological reaction (1) controlled by the electrical 
potential. The ADM-1 model is the common platform of 
modelling and simulations AD process developed by 
IWA (International Water Association, 2002). The model 
was implemented in the simulation tool AQUASIM 2.1.  
The following assumption were made: 

1. CO2 reduction to CH4 (reaction 1) is catalysed 
by the microbial group, hydrogenotrophic 
methanogens. It is assumed that this microbial 
group can acquire electrons directly from the 
solid cathode).  

2. Only hydrogenotrophic methanogens are active 
on the cathode surface (any other parallel 
biochemical and bio-electrochemical reactions 
on the cathode surface are neglected.) 

3. The reactor compartment is a continuous flow 
and complete mixed separate cathode 
compartment.  

4. A separate anode compartment (which is not 
included in the model modification) supplies an 
unrestricted proton flow (to the liquid phase of 
the cathode compartment) and electron current 
(to the cathode).  

5. The biochemical reduction reaction (reaction 1) 
is the rate-limiting step within the reactor 
compartment, while the transport of CO2 and H+ 
to the solid cathode is comparatively fast and the 
electroactive microorganism are abundant on 
the cathode. 
 

 

Figure 1: The reaction paths described in ADM-1 [10], with the 
following microbial groups: (1) sugar degraders, (2) amino acid 
degraders, (3) LCFA degraders, (4) propionic acid degraders, 
(5) butyric and valeric acid (VFA) degraders, (6) acetoclastic 
methanogens, and (7) hydrogenotrophic methanogens, taken 
from  [11]. 

2.1 ADM-1 model  

The ADM-1 is structured on anaerobic biochemical 
reactions catalysed by intra or extracellular enzymes and 
act on the pool of biologically available organic material 
(Figure 1). The complex organic materials are 
decomposed to the final product, biogas (mainly CH4 and 
CO2) through a number of decomposition steps. The first 
step is the disintegration complex organic material 
(sludge or organic waste) into particulate constituents 
(carbohydrates, proteins, and lipids). The next step is 
hydrolysis of those particulate constituents into sugars, 
amino acids and long-chain fatty acids (LCFAs). The 
hydrolysis products are then fermented into volatile fatty 
acids (Acidogenesis). These acids are broken down to 
acetate and hydrogen (Acetogenesis). The final step is 
Methanogenesis in which the Acetoclastic 
methanogenesis converts acetate to methane, and 
hydrogenotrophic methanogenesis converts carbon 
dioxide and hydrogen to methane. 
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The rate expressions and stoichiometric coefficients of 
these steps as biological processes are given in a Peterson 
matrix [12]. The matrix incorporates the biological 
processes as rate equations, the components and the 
stoichiometric coefficients of the processes. The 
substrate uptake rates are described using Monod 
saturation type [13] kinetic equations. The stoichiometric 
coefficients for inorganic carbon and nitrogen are 
determined by balance equations. There are two types of 
physico-chemical reactions are also included: 1. Acid-
base reactions implemented as equilibrium processes in 
an implicit algebraic equation set and 2. Liquid-gas 
transfer, implemented as non-equilibrium diffusive 
processes [10].  

2.2. Kinetic equation for bio-electrochemical reaction  

To account for the BES effect, the bio-electro active 
reactions associated with extracellular electron transfer 
(EET) are incorporated into ADM-1. Hydrogenotrophic 
methane production may occur either directly (reaction 
1) or indirectly via H2 (reactions 2 and 3). H2 gas 
produced at the cathode will be rapidly utilized by 
hydrogenotrophic methanogens. Therefore, to simplify 
the model, only the reaction 1 (the electrons are directly 
taken up from the electrode and used to reduce the CO2 
to methane) was considered.  
The Monod equation is used to describe the microbial 
growth kinetic on all substrates in ADM-1. In this case, 
the specific bacterial group is hydrogenotrophic 
methanogens assumed to grow at the cathode surface. 
The bacteria receive electrons from the cathode and 
deliver them to CO2 as the final acceptor and use CO2 as 
the carbon source to produce biomass. Thus, the rate of 
the reaction can be restricted by the availability of both 
the electron donor and the electron acceptor. When both 
substrates (the donor and the acceptor) are soluble, the 
rate can be defined as rate equation (r1) [14]: 
 
 
Where: ρ- kinetic rate, km

0 - maximum uptake rate, X – 
microorganisms’ concentration, Sa and Sd – two 
“limiting-substrate’’ concentrations, Ka and Kd – half-
maximum rate concentrations for substrates Sa and Sd.  
The acceptor part (Sa / (Ka+Sa)) of the Monod expression 
account the CO2 which is soluble. However, the donor 
part (Sd / (Kd + Sd)) has no concentration and is solid 
cathode which allows electrons to pass in response to the 
electrical-potential gradient. The soluble concertation of 
donor part (Sd) is instead related to the cathodic potential 
using the Nernst equation [15]. Based on this, the overall 
rate equation can be defined as rate equation (r2): 
 
 
 
The last term in the parenthesis (r2) which is derived 
from the Monod equation is referred as the Nernst-
Monod term. The main assumption for its use is that 
microbial kinetics control the electron consumption. The 
Nernst-Monod term shows that the rate of substrate 
uptake increases as the local potential increases until a 
plateau is reached (Figure 2). X eet is the concentration of 

electrically active microorganisms, R: ideal gas constant, 
T: absolute temperature, F: Faraday constant. η: local 
potential in reference to EKA. EKA is the potential in which 
the substrate consumption rate will reach half of the 
maximum substrate consumption (analogous to Kd) and 
can be determined experimentally. η is defined as η =EKA 
– E cathode. Since EKA is used as reference potential (E ≡ 
0), η becomes – E cathode. 

 

Figure 2: Plot of the Nernst-Monod (NM) term for EKA = 0 V 
and T = 308 K and the local potential (η) from -0.2 to 0.2 V. 

Further, two inhibitions effects are incorporated to the 
substrate utilization rate as given in the rate equation (r3); 
for describing microbial growth inhibition due to 1. 
Extreme pH conditions (Iph) and 2. Limitation of soluble 
inorganic nitrogen (I_NH_limit). 
 
 
 

Table 1: Parameters used for the bio electrochemical process  

Parameters Description  Unit value 
km_eet0 Maximum 

electrons uptake 
rate  

Kmol-e kg 
COD X d-1 

4.5 

X_eet Concentration 
Of electron up 
taking organism  

kg COD m-3  

Sco2 Con. of CO2 in 
bulk liquid 

M  

Ks_co2 Half saturation 
constant for 
CO2 reduction  

M 0.06 

F Faraday’s 
constant 

C mol-e-1 96485 

R Ideal gas 
constant  

J mol-1 K-1 8.314
5 

η Local potential V  
T Temperature  K 308 
Iph Microbial 

growth 
inhibition due to 
pH  

-  

I_NH_limit Microbial 
growth 
inhibition due to 
limitation of 
soluble 
inorganic 
nitrogen 

-  

Y_eet Yield of bio-
electro active 
biomass uptake 
of electron   

kg COD-X/ 
kmol -e 

0.48 

0,0

1,2

-0,300 -0,100 0,100 0,300

N
M

η Local potential (V)  

𝜌 = 𝑘 𝑋        (r1) 

𝜌 = 𝑘 _ 𝑋 _    (r2) 

𝜌 = 𝑘 _ 𝑋 _ 𝐼 𝐼_𝑁𝐻_𝑙𝑖𝑚𝑖𝑡 
           (r3) 
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2.2.1 Kinetic and stoichiometric parameters 

The developed ADM-1 modification is relatively simple, 
and the main objective is to use it as a learning tool and 
study the BES effects qualitatively. Therefore, attempts 
were not taken to precisely estimate the values for the 
kinetic and stoichiometric parameters. The values were 
either taken based on the parameter used in original 
ADM-1 or assumed roughly.  
 

 
Figure 3: The sludge feed flow to the AD reactor [16].  

2.3 Simulation outline  

Below is outlined how the simulation process was carried 
out to study BES effects on AD, and AD-BES for using 
CO2 (Externally-produced) for biomethanation. 
 

1. First, a simulation was run for a conventional 
AD reactor for baseline data (The reactor 
settings were those used for ADM -1[10].). A 
reactor of V = 28 m3, continuous flow and 
completely mixed (CSTR) is fed sludge from a 
wastewater treatment plant for 50 days (Figure 
3). The feed step increases at day 16 and 37 [16] 
and the composition of the feed is given in Table 
2. AD reactors are in general started with low 
organic loading and then gradually increased so 
that stable reactor operation is achieved. 

2. The bio-electrochemical process was activated 
at day 50 (end of the published experiment [10]) 
while maintaining a constant feed rate (5.31 
m3/d). The local cathode potential (η) was 
increased from -0.200 to +0.200 V stepwise 
every 50 days, to evaluate how the rate of the 
bio-electrochemical reaction varied and to 
identify its constraints. 

3. The soluble CO2 in the reactor compartment as 
an input from an “external CO2 source” was 
altered to find out the possibility of using 
additional CO2 for bio methanation. The total 
volumetric biogas production rate is always 
limited to the rate in which organic matter is 
converted to biogas. The volume of CO2 
produced that can be converted to methane by 
BES thus constrained by the applied carbon 
source (organic load) and the rate of its 
conversion to biogas. It could be hypothesized 
that the overall methane production capacity 
might be increased by increasing the input of 
gaseous carbon from external sources. Thereby, 

a source of soluble CO2 was added to the 
digester with BES activated when running at the 
highest local potential simulated (η = 0.200 V). 
The CO2 loading rate simulated were 0.01, 
0.015 and 0.02 M d-1. However, the gas-liquid 
mass transfer (which was not accounted in detail 
in this simulation) may limit CO2 gas solubility 
in the liquid phase.   

Table 2: Input feed composition to the reactor. 

Components in the reactor 
feed  

Concentrations 
kg COD/m3 

Amino acids 4.2 
Fatty acids 6.3 
Monosaccharides 2.8 
Complex particulates 10.0 
Total 23.3 

 
3. Simulation results and discussion 
Figure 4 shows the biogas production rate and the 
composition of the biogas from the reactor (which is 
chosen for this study) running under conventional 
condition. As the feed rate is increased, the biogas 
production rate increases. The reactor produces biogas 
with ~ 65 % methane (CH4) content.  

 
 

 

Figure 4: Biogas production rate (A) and composition (B) for 
the conventional biogas reactor (selected to simulate for the 
baseline data). The feed rate changes at day 16 and 37. 

The bio-electrochemical process was activated at day 50 
and the local potential (η) was increased from -0.2 to + 
0.2 V (with the step size = 0.05 V).  The simulation was 
run for 50 days for each step. 
As the local potential increases, the methane content of 
the biogas increases up to 85 % as shown in Figure 5. 
Increasing η further does not rise the biogas methane 
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content.  The simulation demonstrates that 30 % methane 
increase could be expected by employing BES in this 
reactor settings chosen for the study. 

 

Figure 5: Response of biogas composition (─ CH4 %, … CO2 %) 
to step increases of the local potential (η) from -0.2 to 0.2 V 
(step size =0,05). The bio-electrochemical process is activated 
at day 50.  

When the local potential is sufficiently high, the cathodic 
donor saturates, and it is acceptor, in this case, dissolved 
CO2 that limits the rate. Figure 6 shows how the value 
which accounts for the electron acceptor part of the rate 
expression decreases as the local potential increases. 
However, it should be noted that the effect shown here is 
qualitative and the exact values depend on the values 
assumed for the constant parameters (e.g. Ks_co2). Since 
the concentration of CO2 decreases, the overall reaction 
rate decreases, thus it could result in the reaction (1) to 
cease completely. Applying this finding to a practical 
setting; the cathodic compartment would be biofilm (not 
a completely mixed reactor as assumed here), thus the 
mass transfer in the biofilm can limit the reaction rate. 

 

Figure 6: The Monod-type kinetic expressions (r3) due to 
available electron acceptor (soluble substrate, CO2) after the 
bio-electrochemical process is activated at day 50, and the local 
potential (η) from -0.2 to 0.2 is increased stepwise (step size 
=0.05).  

pH is one of the main parameters that can affect the 
performance of AD. Figure 7 shows the variation of pH 
in the digester. The digester with the conventional 
settings (selected to simulate for the baseline data) has 
pH at 7.2. The pH of the digester with BES increases as 
the local potential increases. The pH rises because of a 
fall in the bicarbonate strength due to depletion of 
headspace CO2 as it is converted to methane. The 
elevated pH inhibits AD. The elevated pH can lead to 
deprotonation of ammonium ion, releasing free 
ammonia. Free ammonia is strictly inhibition for 

acetoclastic methanogens, the bacterial group which is 
responsible for decomposition of acetate into methane 
(Figure 1). In the conventional AD, a major portion of the 
methane is produced via this acetate pathway. The 
simulation result showed an increased acetate 
concentration and slight reduction in total biogas 
production (The results are not presented). Here, the pH 
elevation is not so significant to inhibit the process. The 
upper limit of pH at which anaerobic digestion is not 
inhibited is reported to be around pH 8.5[17]. 

 

Figure 7: Response of pH in the digester to stepwise increases 
of the local potential (η) from -0.2 to 0.2 (step size =0.05). The 
bio-electrochemical process is activated at day 50.   

This finding suggests that importance of controlling pH 
increase, when employing BES in AD.  

 3.1 Biomethanation of CO2 from external source  

The simulation result shows that CO2 addition from 
external sources increases the overall biogas production 
(Figure 8, A). However, it reduces the biogas methane 
content, compared to the methane production without 
external CO2 (Figure 8, B). Yet, the methane content is 
higher than that from the conventional AD (i.e. without 
BES). Therefore, the methane yield (m3 CH4 / kg COD 
organic loading to the digester) also increases (Figure 8, 
C). In order to keep the methane content at the desired 
level (e.g. 85%), the rate of CO2 input to the digester, 
should thus be controlled according to the rate of the 
reduction reaction (r3). The carbon element balance 
showed that around 80 % of CO2 moles added from the 
external source have been converted to CH4, in the all 
three cases. 
It can be anticipated that the reduction of CO2 from an 
external source could be possible because the AD with 
BES was adapted gradually, by increasing EET 
hydrogenotrophic methanogens population by increasing 
local potential (η), before the CO2 addition. In general, 
every AD has a maximum level of handling organic 
loading beyond which complete reactor failure may 
occur. Simultaneous biomethanation from the reduction 
of CO2 from both endogenous and external sources 
demonstrates that the biogas production can be increased 
beyond the organic loading limitation and it does not 
interfere with substrate degradation. 
Further, pH inhibition effect can be avoided when CO2 is 
added from external sources to AD with BES (Figure 9). 
With increased CO2 concentration in the liquid phase the 
substrate limitation, which affects the kinetics of the bio-
electrochemical reaction (r3), is also overcome. 
 

0

20

40

60

80

100

40 140 240 340

Bi
og

as
 c

om
po

sit
io

n 
 [%

]

Time (d)

0,03

0,06

0,09

0,12

0,15

40 140 240 340

S_
co

2/
(K

s_
co

2+
S_

co
2)

Time [d]

7

7,2

7,4

7,6

7,8

40 140 240 340

pH

Time [d]

- 59 -



Modelling bio-electrochemical CO2 reduction to methane 

 

 

 

Figure 8: Biogas production rate (A), biogas composition (B) ─ 
CH4 %, … CO2 %, methane yield (C); after CO2 addition form 
external source to the digester (AD with BES) at day 450. 
(η=0.200 V). The CO2 loading rate simulated were 0.01, 0.015; 
and 0.02 M d-1. 

 

Figure 9: pH variation in the digester (AD with BES) after CO2 
addition form external source to the digester at day 450. 
(η=0.200 V). The CO2 loading rate simulated were 0.01, 0.015, 
and 0.02 M·d-1. 

4. Conclusion  
 The proposed model modification shows the 

basic concept of BES integrated with AD for 
biogas upgrade by converting CO2 to CH4 bio-
electrochemically and limitations of such. 

 The simulations show that by employing BES in 
AD, the methane content in biogas can be 
increased (up to 85 % under the reactor 

conditions simulated and further if substrate 
limitations are avoided). 

 The rate of the reduction reaction can be 
constrained by the local potential of the cathode 
and the substrate concentration. 

 The rise in pH (because of decreasing CO2 that 
is being converted to CH4) inhibits the digestion 
process. Therefore, it is essential to maintain a 
minimum CO2 partial pressure to prevent the 
inhibition. 

 Simultaneous biomethanation of CO2 from 
endogenous and external sources can be 
achieved. 

 The study also shows the capacity of an AD with 
BES for CO2 reduction to CH4, beyond the 
constraints of the applied organic load.  

 
References 
 
[1] Angelidaki, I., L. Treu, P. Tsapekos, G. Luo, S. 

Campanaro, H. Wenzel, and P.G. Kougias, Biogas 
upgrading and utilization: Current status and 
perspectives. Biotechnology Advances, 2018. 36(2): 
p. 452-466. 

[2] Blasco-Gómez, R., P. Batlle-Vilanova, M. Villano, 
M.D. Balaguer, J. Colprim, and S. Puig, On the Edge 
of Research and Technological Application: A 
Critical Review of Electromethanogenesis. 
International Journal of Molecular Sciences, 2017. 
18(4): p. 874. 

[3] Nelabhotla, A.B.T. and C. Dinamarca, 
Electrochemically mediated CO2 reduction for bio-
methane production: a review. Reviews in 
Environmental Science and Bio/Technology, 2018. 
17(3): p. 531-551. 

[4] Geppert, F., D. Liu, M. van Eerten-Jansen, E. 
Weidner, C. Buisman, and A. ter Heijne, 
Bioelectrochemical Power-to-Gas: State of the Art 
and Future Perspectives. Trends in Biotechnology, 
2016. 34(11): p. 879-894. 

[5] Cheng, S., D. Xing, D.F. Call, and B.E. Logan, Direct 
Biological Conversion of Electrical Current into 
Methane by Electromethanogenesis. Environmental 
Science & Technology, 2009. 43(10): p. 3953-3958. 

[6] Logan, B.E., B. Hamelers, R. Rozendal, U. Schröder, 
J. Keller, S. Freguia, P. Aelterman, W. Verstraete, 
and K. Rabaey, Microbial Fuel Cells:  Methodology 
and Technology. Environmental Science & 
Technology, 2006. 40(17): p. 5181-5192. 

[7] Kadier, A., M.S. Kalil, P. Abdeshahian, K. 
Chandrasekhar, A. Mohamed, N.F. Azman, W. 
Logroño, Y. Simayi, and A.A. Hamid, Recent 
advances and emerging challenges in microbial 
electrolysis cells (MECs) for microbial production of 
hydrogen and value-added chemicals. Renewable 
and Sustainable Energy Reviews, 2016. 61: p. 501-
525. 

[8] Tremblay, P.-L., L.T. Angenent, and T. Zhang, 
Extracellular Electron Uptake: Among Autotrophs 
and Mediated by Surfaces. Trends in Biotechnology, 
2017. 35(4): p. 360-371. 

[9] Recio-Garrido, D., M. Perrier, and B. Tartakovsky, 
Modeling, optimization and control of 
bioelectrochemical systems. Chemical Engineering 
Journal, 2016. 289: p. 180-190. 

20

40

60

400 450 500 550 600

Bi
og

as
 fl

ow
 [m

3 /d
]

Time [d]

(A)

0

20

40

60

80

100

400 450 500 550 600Bi
og

as
 c

om
po

sti
on

 [%
]

Time [d]

(B)

0,15

0,25

0,35

0,45

400 450 500 550 600

M
et

ha
ne

 Y
ie

ld
 [m

3 /k
g 

CO
D

] 

Time [d]

(C)

7

7,2

7,4

7,6

7,8

400 450 500 550 600

pH

Time [d]

- 60 -



Modelling bio-electrochemical CO2 reduction to methane 

[10] Batstone, D.J., J. Keller, I. Angelidaki, S.V. 
Kalyuzhnyi, S.G. Pavlostathis, A. Rozzi, W.T.M. 
Sanders, H. Siegrist, and V.A. Vavilin, The IWA 
Anaerobic Digestion Model No 1 (ADM1). Water 
Science and Technology, 2002. 45(10): p. 65-73. 

[11 Lauwers, J., L. Appels, I.P. Thompson, J. Degrève, 
J.F. Van Impe, and R. Dewil, Mathematical 
modelling of anaerobic digestion of biomass and 
waste: Power and limitations. Progress in Energy and 
Combustion Science, 2013. 39(4): p. 383-402. 

[12] Henze, M., W. Gujer, T. Mino, and M.C. van 
Loosdrecht, Activated sludge models ASM1, ASM2, 
ASM2d and ASM3. 2000: IWA publishing. 

[13] Monod, J., The Growth Of Bacterial Cultures. 
Annual Review of Microbiology, 1949. 3(1): p. 371-
394. 

[14] Bae, W. and B.E. Rittmann, A structured model of 
dual‐limitation kinetics. Biotechnology and 
Bioengineering, 1996. 49(6): p. 683-689. 

[15] Marcus, A.K., C.I. Torres, and B.E. Rittmann, 
Conduction‐based modeling of the biofilm anode of a 
microbial fuel cell. Biotechnology and 
Bioengineering, 2007. 98(6): p. 1171-1182. 

[16] Siegrist, H., D. Vogt, J.L. Garcia-Heras, and W. 
Gujer, Mathematical Model for Meso- and 
Thermophilic Anaerobic Sewage Sludge Digestion. 
Environmental Science & Technology, 2002. 36(5): 
p. 1113-1123. 

[17] van Leerdam, R.C., F.A.M. de Bok, M. Bonilla-
Salinas, W. van Doesburg, B.P. Lomans, P.N.L. 
Lens, A.J.M. Stams, and A.J.H. Janssen, 
Methanethiol degradation in anaerobic bioreactors 
at elevated pH (⩾8): Reactor performance and 
microbial community analysis. Bioresource 
Technology, 2008. 99(18): p. 8967-8973. 

 

- 61 -



- 62 -



TCCS-10, 2019 
Trondheim, Norway 

The 10th Trondheim Conference on CO2 Capture, Transport and Storage 
June 17-19, 2019 

 

 

 
 

TECHNO-ECONOMIC STUDY OF THE CCMS TECHNOLOGY FOR CO2 CAPTURE 
FROM FERRO-SILICON PRODUCTION 

 
H. S. Nygård1*, J. Meyer2, L. di Felice2, N.H. Eldrup3, A.T. Haug4, E. Olsen1 

1Faculty of Science and Technology, Norwegian University of Life Sciences, Ås, Norway 
2Institute for Energy Technology (IFE), Department of Environmental Technology, Kjeller, Norway 

3SINTEF Tel-Tek, Porsgrunn, Norway 
4Elkem, Oslo, Norway 

 
* Corresponding author e-mail: heidi.nygard@nmbu.no 

 
Abstract  

Carbon Capture in Molten Salts (CCMS) is a method for capturing CO2 from a variety of flue gases related to power 
generation and energy intensive industry processes. The chemical principles are similar to those of the calcium looping 
process in solid state (using CaO-based solid sorbents), where CO2 is captured in a carbonation reaction to form 
CaCO3, and then released through the reverse calcination reaction in a second step. In the CCMS concept, the novelty 
is to operate the process in the liquid state in CaO-rich molten salts. The formed CaCO3 dissolves continuously in the 
melt, thus leaving highly reactive CaO readily available for the incoming CO2. In the present study, the technical and 
economic feasibility of the CCMS process has been investigated for capturing CO2 from metallurgical ferro-silicon 
(FeSi) production using relevant industrial parameters. We have evaluated a generic plant based on one of the existing 
40 MW FeSi furnaces the company Elkem owns and operates, but with theoretical considerations regarding recycling 
of the flue gas with the purpose of recovering energy. The input parameters for the capture process are based on 
experimental data. With the assumption of 85 % CO2 capture and CO2 compression to 70 bar (at 20 oC), the capture 
cost is estimated to be 60 EUR/ton, indicating that CCMS is a promising competitive alternative technology for full-
scale CO2 capture for FeSi production. The main cost driver for the process has been identified as the cost of 
desorption. The desorber has a high investment cost, and also requires high temperature heat transfer for operation. 
However, the evaluations show that the introduction of an integrated system with combustion and heat pipes is a viable 
technical option. 

Keywords: CCMS, Techno-economic study, FeSi production 
 

1. Introduction 
Fossil fuels and carbon-intensive industries play dominant roles 
in the world’s economy owing to their established infrastructure 
for exploitation and distribution. It is likely that carbon capture 
and storage (CCS) has to be an important part of the necessary 
reduction of CO2 emissions on short to medium term. 
According to analyses performed by the International Energy 
Agency (IEA), CCS has to contribute to one-sixth of the total 
CO2 emission reductions required by 2050 in order to reach the 
2 degree increase scenario [1]. There are various capture 
options that are being pursued, with CO2 capture using solvents, 
membranes, oxy-fuel combustion and emerging technologies 
like chemical looping combustion or calcium looping CO2 
capture showing most potential for commercial deployment in 
the near to medium term [2].  
 
In the Calcium Looping process (CaL), CO2 reacts with CaO to 
form CaCO3 at temperatures around 650 °C. The CO2 is 
subsequently regenerated through the reverse calcination 
reaction by raising the temperature above 900 °C. This cycle is 
described by Eq. 1 [3]: 
 𝐶𝑎𝑂 (𝑠)  +  𝐶𝑂  (𝑔)  ↔  𝐶𝑎𝐶𝑂  (𝑠)      (1) 
 
In general, any oxide of an alkaline earth metal element (e.g. 
Mg, Ca, Sr, Ba) can be used, with a higher turning point 
temperature for heavier cations. Limestone (CaCO3) is often 
chosen as the raw sorbent material due to its low cost and large 
abundance compared to the other natural carbonates [4].  

CaL offers the advantages of using an abundant, cheap and 
environmentally friendly sorbent, relatively low efficiency 
penalty on the power / industrial process and possible synergy 
with cement manufacture, as the sorbent is also used as raw 
material in this process [4]. Since CO2 is captured at high 
temperature, the process also produces high quality heat that 
can be used to produce additional power. The main challenge 
with CaL in the solid state is the chemical and physical stability 
of the sorbent. After several absorption-desorption cycles, the 
sorbent particles lose sorption capacity due to sintering and pore 
closure. To cope with the large flue gas volumes, the solid state 
calcium looping process is operated in a double circulating 
fluidized bed configuration (fast fluidization) where solids 
attrition and loss play an important role on the operation costs 
of the process [4, 5].  
 
A novel approach to CaL is Carbon Capture in Molten Salts 
(CCMS). In CCMS, the idea is to avoid the problems with 
chemical and physical stability and degradation of the sorbent 
by using molten salts as chemical solvents of CaO and CaCO3.  
A flue gas containing CO2 enters an absorption chamber 
(absorber) where CaO is present in a molten salt matrix. CaCO3 
is formed through Eq. 1 and dissolves continuously in the melt, 
leaving highly reactive CaO readily available. The CO2-loaded 
molten salt containing CaCO3 is transferred to a desorption 
chamber (desorber) operated at higher temperature than the 
absorber. The reverse reaction takes place (calcination), and the 
CO2 is removed from the desorber. The cycle is completed by 
transferring the regenerated CaO-rich molten salt back to the 
absorber. All the active substances are dissolved or in a 
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supersaturated suspension in the molten salt medium which 
then acts as a solvent as well as a carrier. 
 
The characteristics of absorption and desorption of CO2 by CaO 
in molten salts have been investigated experimentally in a one-
chamber reactor by bubbling simulated flue gases (0.76 – 15  
vol % CO2 in N2) through various chloride and fluoride based 
melts [6-10], with eutectic CaF2-CaCl2 showing most 
promising results [8]. In this system, CO2 capture has been 
successfully demonstrated in a melt containing up to 40 wt % 
CaO, showing that CaO can be present substantially above its 
solubility limit in the molten salts [10]. However, 
supersaturation of CaO leads to increased viscosities of the 
formed slurry, and the practical limit of the CaO content is 30 
wt%. It has been shown that 70 – 85 % of the initial CaO reacted 
during absorption, and ~100 % of the CaCO3 was decomposed 
during desorption. A series of 12 cycles has been performed, 
and the results show an increase in capacity in the first few 
cycles. This was followed by stable sorption capacities 
throughout the remaining cycles, without any deterioration of 
the reaction kinetics [8, 11].  
 
Recent experimental work has focused on more realistic flue 
gases by investigating the effect of H2O [12] and SO2 / O2 [13]. 
It has been shown that hydrolysis does occur at elevated 
temperatures, and that HCl forms to a larger extent than HF. 
Addition of CaO has a marked, limiting effect on the 
hydrolysis. For this reason, the temperature in the absorption 
reactor should be kept below 850 °C while maintaining a high 
CaO content when molten CaCl2 is employed [12]. For flue 
gases containing SO2 and O2, it has been shown that all the SO2 
is converted into CaSO4 through indirect and direct sulfation 
(reactions with CaO and CaCO3, respectively). This means that 
it would be possible to clean the exhaust gas for both SO2 and 
CO2 in the same process. However, the formed CaSO4 from the 
sulfation would then need to be handled, for instance by a purge 
stream of fresh molten salt [13].   
 
In the present techno-economic study, we turn our attention to 
industrial applications where residual heat is available and not 
utilized today. This is the case in for instance the cement and 
metal industry. Preliminary basic design has been evaluated 
with special focus on heat transfer methods and reactor 
concepts. The main aim of the study is to verify the previously 
assumed advantages of the CCMS technology, as well as to 
identify uncertainties and weaknesses that should be improved 
to promote CCMS as a realistic alternative for full-scale 
industrial CO2 capture. 
 
2. Technical evaluation 
 
Laboratory scale experiments have shown that CCMS is 
applicable for capturing CO2 from a variety of flue gases related 
to both energy intensive industry and power generation [6-8]. 
In the present techno-economic evaluation, the focus is on 
industrial processes, and we evaluate the use of CCMS for 
capturing CO2 from a theoretical 40MW FeSi furnace with 
energy recovery. The base design proposed by Elkem for 
generic plant with energy recovery and flue gas recycling, but 
without CO2 capture, is shown in Figure 1. The chosen process 
parameters regarding recirculation of the flue gas are given in 
Table 1. The main objective for recycling is to recover the 
energy in the flue gas. As a consequence, the CO2 concentration 
is increased. This is of particular interest for the CCMS process, 
because higher CO2 concentrations favor efficient CO2 capture. 
 
 
 

 

Figure 1: Base design for a theoretical 40MW FeSi furnace 
with energy recovery and flue gas recycling.  

Table 1: Flue gas composition and properties for a generic  
40 MW FeSi plant with no flue gas recycle and 73 % flue gas 
recycle. 

Characteristic  Value 
 No 

recycle 
 

73 % recycle 
 After 

filter 
Before 
filter 

After 
filter 

Flow rate (Nm3/h) 173 833 188 459 188 459 
Pressure (mbarg) -75 -45 -75 
Temperature (°C) 130  150 130 
O2 content (vol %) 16.4 6.00 6.00 
CO2 content (vol %) 4.43 15.1 15.1 
Water content (vol %) 4.28 11.8 11.8 
N2 content (vol %) 74.9 67.1 67.1 

 
For the theoretical considerations regarding flue gas recycling, 
the oxygen content in the flue gas and the amount of gas 
recycling have been used to reach 700 °C out of the furnace. 
This is achieved with 73 % recycling, and raises the CO2 
concentration in the flue gas from 4.43 to 15.1 vo l%. Recycling 
also lowers the oxygen content from 16.4 to 6 vol %, and raises 
the water content from 4.28 to 11.8 vol %. Hydrolysis of the 
water that is present in the flue gas is not an issue for the CCMS 
process as long as CaO is present in abundance or T < 850 °C 
[12].  
 
Besides the gas components listed in Table 1, the flue gas 
contains trace components such as SO2, NOx and heavy metals. 
As mentioned in the introduction, it has been shown that SO2 
will be absorbed by CaO / CaCO3 in the CCMS process [13]. 
With significant amounts of SO2, a purge stream of fresh sorbent 
may be required to account for the formed CaSO4. Another 
viable option would be to install SO2 scrubbers before the 
absorber. The content of NOx is expected to be much lower with 
the recirculation system, and NOx are not expected to react in 
the CCMS process. Any presence of heavy metals could 
accumulate in the melt through the formation of stable 
substances, and would also require a purge stream. The above-
mentioned trace components have not been taken into account 
in the current evaluation, but should be considered in more 
detailed studies in the future.  
 
A retrofitting design for the CCMS process was selected for the 
present case study, leaving the FeSi production process 
untouched. Figure 2 shows a simplified sketch of the selected 
absorber – desorber system. The main elements are an absorber, 
a desorber, storage tanks for absorber and desorber raw 
materials (CaO, CaCl2 and CaF2), a bubbling fluidized bed 
combustor including cyclones, and high temperature heat pipes 
for transferring heat from the combustor to the desorber.  
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Figure 2: Simplified sketch of the absorber – desorber system 
for CCMS.  

 
The desorber requires heat supply in order to regenerate the 
molten salt mixture. In conventional CaL, heat is supplied by 
oxy-fuel combustion (usually with coal as fuel).  Direct heat 
transfer using an oxy-fuel configuration is difficult to achieve 
in the case of the CCMS process, meaning that an indirect heat 
transfer has to be used. In the present study, we have introduced 
fuel combustion similar to the conventional CaL process to 
deliver heat in the regeneration step. Combustion of cheap fuels 
such as coal was considered because this combustion process is 
well known and the properties of the combustion gases were 
compatible with existing models. The CO2 from this 
combustion would be captured together with the CO2 from the 
FeSi-furnace, so the fuel itself does not have to be CO2 neutral. 
However, for more detailed and realistic studies in the future, 
more environmentally friendly fuels such as biomass will be 
considered.  
 
To minimize the investment and operation costs, the use of an 
air separation unit for oxy-combustion is avoided, and a solid 
fuel is combusted directly in air in the fluidized bed combustor, 
using typically sand as bed material. The indirect heat exchange 
is carried out with high temperature heat pipes using sodium as 
working medium to transfer efficiently the required heat from 
the combustor to the desorber. The heat pipes are submerged in 
both the combustor’s bed and in the desorber.  
 
Heat pipes are sealed cavities filled with small amounts of heat 
transfer liquids in the case of high temperature applications 
above 650 °C. They provide largest heat transfer rates due to 
evaporation–transport–condensation cycles of the heat carrier 
within the heat pipe. They are passive devices that are driven 
by external heat sources or sinks, even without or against 
gravity as a result of capillary forces created in the internal wick 
structure. In spite of the high heat transfer rates, only small 
temperature differences between evaporation and condensation 
zones are formed due to heat conduction through the casing 
(equivalent thermal conductivities of over 15 kW m-1 K-1 [14]). 
Thus, the heat pipe can be assumed as an almost isothermal heat 
transport device within its working limits. Liquid metal heat 
pipes have proven their functionality in a large variety of 
technical high temperature applications, such as in gasification 
reactors [15], solid oxide fuel cells [16, 17] or calciners in 
carbon capture technologies [18, 19]. The coupling of a 
bubbling fluidized bed combustor with heat pipes is sought to 
provide an efficient heat transfer required by the CCMS 
process. 
 

A process flow diagram of the base design for the SAF furnace 
combined with the selected retrofitting design for the CCMS 
process is shown in Figure 3. The grey area represents the 
components belonging to the CCMS process, and the SAF 

process remains untouched. A more detailed process flow 
diagram of the proposed system is shown in Figure 4, and this 
defines the scope of the present techno-economic evaluation. 
Larger versions of both figures may be found in the Appendix.  

 

 

Figure 3: Process flow diagram of CO2 capture based on the 
CCMS process for a theoretical 40 MW FeSi furnace with  
73 % recycling. A larger version of the figure may be found in 
Appendix A (Figure A.1).  

 

Figure 4: Detailed process flow diagram of CO2 capture based 
on the CCMS process for a theoretical 40 MW FeSi furnace 
with 73 % recycling. This defines the scope of the present 
techno-economic study. A larger version of the figure may be 
found in Appendix A (Figure A.2).  

 
The flue gas from the FeSi furnace (SAF FG) is merged with 
the flue gas from the desorber combustor FG to a combined 
stream  and sent to the absorber  through a gas blower. The CO2 
content into the absorber is 12.5 vol %, which is somewhat 
lower than the 15.1 vol % in the SAF FG due to mixing of two 
FG streams. The total FG volumetric flow into the absorber is 
215 631 Nm3/h, which corresponds to a CO2 mass flow of about 
53 t/h. The CO2 capture rate is assumed to be 85 %, meaning 
that around 45 t/h CO2 is captured. The inlet flue gas 
temperature is 130 °C, while the absorption temperature in the 
absorber is set to be 730 °C. The absorption process is designed 
to be auto-thermal, i.e. no external heat supply to the absorber 
is required. However, a natural gas (NG) burner  is included in 
the flow diagram for start-up purposes, to heat up the absorber 
and the molten salt mixture.  
 
In the absorber, the molten salt (MS) is assumed to contain 9.7 
wt % CaF2, 60.3 wt % CaCl2, and 30 w t% CaO. This has been 
found to be the upper practical limit for the CaO content after 
conclusions from experimental viscosity studies [20]. The CaO 
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conversion to CaCO3 in the molten salt is assumed to be  
52.5 %, and the specific sorption capacity rate is 0.024 kg CO2 
captured / h / kg MS. These numbers are based on linear 
sorption rates obtained from recent kinetic studies of the CCMS 
process [11]. Based on the above mentioned assumptions, the 
absorber dimensions have been calculated. The absorber width 
and length are found to be 12.1 m (inner dimensions, square 
area), while the total reactor height is 14.4 m, including a 
reaction zone height of 9.1 m. The gas velocity in the absorber 
has been set to maximum 1.5 m/s, resulting in a gas contact time 
of about 6 seconds. 
 
The loaded and lean molten salts are transferred by pumps  
between the reactors. The loaded and lean mass flows are 131.7 
and 119.2 kg/s, respectively. A molten salt heat exchanger  is 
included to pre-heat the loaded molten salt before it enters the 
desorber and to cool the lean molten salt before the absorber.  
 
In order to supply the required heat of 51.8 MW to the desorber, 
a fluidized bed combustor and heat transfer system is 
introduced. The desorber  width and length are calculated to be 
13.1 m and 14.5 m, respectively, and the total desorber height 
is 10.5 m. The dimensions for the combustor  are width and 
length of 11.3 m and 14.5 m, respectively. The resulting total 
ground area for the combustor and desorber system is 353 m2. 
The temperature in the combustor has been set to 1025 °C, 
while it is set to be 925 °C in the desorber for best desorption 
performance. Four combustor cyclones  in parallel, each with a 
total length of 20.0 m, are part of the combustor system to return 
entrained bed material. 
 
The heat is transferred from the combustor to the desorber 
through heat pipes (red lines in Figure 4 / Figure A.2), which 
are submerged both in the combustor bed and in the desorber. 
A total of 154 tubes are needed, each with an outer diameter of 
0.168 m and a length of 23.8 m. These are organized in 7 rows 
with 22 horizontal tubes per row. The required liquid sodium 
mass flow for the heat transfer is found to be 12.2 kg/s.  
 
The CO2 is swept from the desorber with superheated steam, 
with a steam / CO2 weight ratio of 0.55. The CO2 and steam 
from the desorber are separated by condensation through a 
system consisting of a superheater, evaporator / condenser and 
a cooler. The released CO2 is further dried and compressed to 
standard conditions (20 °C and 70 bar).  
 
A solution with desorption in pure CO2 was considered, as this 
would eliminate the subsequent condensation system, as well as 
to reduce the streams and hence equipment size. This option is 
feasible, however, experiments show that it would require a 
desorption temperature of 1070 °C [6], and such high 
temperatures will be a challenge with regards to reactor 
materials.  
 
Systems for storing and filling MS to the absorber and desorber 
(circulation system) are proposed as shown between the 
desorber and the absorber in Figure 4 / Figure A.2. Each raw 
material (CaO, CaCl2, CaF2) has its own storage tank, and the 
components are filled into a MS mixing tank by screw 
conveyors. The mixing tanks are electrically heated, and once 
the molten salt mixtures are completely melted, they can be 
transferred to the absorber and desorber. The feeding takes 
place in several batches. The same tanks can be used for 
emptying the reactors when needed, for instance during planned 
(or unplanned) stops in the FeSi furnace or maintenance of the 
reactors. Vacuum pumps have been included in order to create 
under-pressures in the tanks before emptying MS from the 
reactors.  A typical FeSi plant has planned maintenance stops 
for a few weeks every 5-7 years, in addition to 4-5 hours stops 
every 14 days.  
 

To benefit from the high temperatures involved in the capture 
process, high quality steam is produced and additional 
electricity is generated in two steam turbines. By assuming that 
steam enters the turbines at 450 °C and 50 bar, and that the 
turbines operate with 35 % efficiencies, the additional 
electricity generated in total will be 32.5 MW. The CO2-lean 
absorber exhaust gas  enters a steam generator, in which steam 
is produced for generation of electricity in steam turbine 2.   The 
steam is further condensed in a condenser  that consists of 
several heat exchangers in series, before it is pumped  back into 
the steam generator. A similar system is proposed for 
recovering heat from the combustor FG  through a steam 
generator  and steam turbine 3.  
 
After the heat exchanging process, the flue gas from the 
combustor is filtered  and combined with the SAF flue gas. This 
completes the cycle.  
 
3. Cost estimation 
The cost estimation is based on the components defined in the 
detailed process flow diagram (Figure 4 / Figure A.2). The main 
assumptions for the calculations of CAPEX (capital 
expenditure), OPEX (operating expenses) and economic 
profitability are listed in Table 2. CAPEX includes 
commissioning but not start up. It is assumed a construction 
time of 3 years, followed by 22 years operation. OPEX includes 
sale of electricity produced by the additional steam turbines that 
recover energy from the CO2-lean absorber exhaust gas (steam 
turbine 2) and from the combustor flue gas (steam turbine 3).   
 

Table 2: Main assumptions for the cost estimation of the 
CCMS process as a CO2 capture retrofitting option for ferro-
silicon production. 

CAPEX Value / comment 
Cost date 2018 
Location Generic, North-West Europe 
Plant type Nth of a Kind (NOAK), retrofitting  
Plant site Existing plant area (brown site) 
Utilities All utilities available (unit cost) 
Access Access to existing offices, control 

room, etc.  
Materials Stainless steel and high 

temperature materials 
OPEX Value / comment 
Absorption medium 30 wt % CaO in molten CaCl2-

CaF2  
Organization Operator (2 extra shifts + 3 day 

time, total 15 persons extra) 
Coal price 80 EUR/ton 
Cost of electricity 40 EUR/MWh 
Maintenance cost 4 % of investment per year 
Cost of cooling water 0.03 EUR/m3 
Economic Value / comment 
Rate of return 7.5 % 
Number of years 25 years 
Number of operating 
hours 

8760 h/year  

 

The cost estimation has been carried out using a detail factor 
cost estimate method. The equipment cost for the standard 
equipment has been estimated using the commercial “Aspen In-
plant” cost estimator. The not standard equipment has been 
designed and the cost estimated by unit cost. For each 
equipment, an installation factor has been calculated. Details 
about the installation costs for all the components defined in 
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Figure 4 / Figure A.2 can be found in the Appendix, sorted by 
the main systems given in Table 4.  

 
The estimated CAPEX, OPEX and capture cost are summarized 
in Table 3. The accuracy of the estimations are ± 35%, 
corresponding to AACE International Estimate Class 5. This is 
regarded as a standard accuracy for a process with low TLR-
level. 
 
Table 3: Summary of CAPEX, OPEX and capture cost. 

 CCMS 
CAPEX [MEUR] 192.4 
OPEX [MEUR / year] 4.5 
Capture cost [EUR / tonne CO2] 60 

 

The capture cost was estimated to be EUR 60 per tonne CO2 
captured. This number lies in the same range as other existing 
and emerging technologies for post combustion / end of pipe 
CO2 capture. The cost estimates show that, with the chosen 
parameters, CCMS is a promising competitive alternative 
technology for full-scale CO2 capture for FeSi production. 
 
The costs divided per system/large component are summarized 
in Table 4 and Figure 5, while details about installation costs 
within each subsystem are given in the Appendix. The number 
for electricity generation is subtracted from the rest, since the 
OPEX is reduced by selling the electricity. The capture cost for 
the absorber and desorber are further detailed in Figure 6 and 7, 
respectively.  
 
 

Table 4: CAPEX and OPEX divided per system / large 
component. Detailed installation costs for the equipment 
within each system / large component are found in the 
Appendix.  

 CAPEX 
[MEUR] 

OPEX 
[MEUR/ 

year] 

Detailed 
installation 

cost  
Desorber/  
combustion system  

77 8.5 Table A.1 

Absorber 31.5 2.1 Table A.2 
Circulation system 14.6 0.77 Table A.3 

and A.4 
Electricity 
generation (sold) 

32.8 - 10.2 Table A.5 
and A.6 

CO2/steam 
separation   

2 0.09 Table A.7 

CO2 compression 23.9 2.7 Table A.8 
Bag filters 10.6 0.5 Table A.9 
Total MEUR 192.4 4.46  
 
 
 

 
Figure 5: Capture cost divided by main system / large 
component.  

 
 

Figure 6: Capture cost for absorber. 

 

Figure 7: Capture cost for desorber. 

 
The main cost driver has been identified as the cost of 
desorption, both for CAPEX and OPEX. This is due to the heat 
management system to transfer the required heat to the 
desorber. The excess high temperature heat from the CCMS is 
recovered in the form of high-quality steam and converted to 
electricity in two additional steam turbines, reducing the OPEX 
to an acceptable level. 
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A sensitivity analysis was performed, showing how a 50 % 
reduction and 50 % increase of several factors will affect the 
capture cost. The results are depicted in Figure 8.  
 
 

 
Figure 8: Sensitivity analysis. 

 
The factor affecting the capture cost the most is the number of 
operating hours per year. As already mentioned, the stops for a 
typical FeSi plant are rare, and this is not a large risk for the 
proposed concept. CAPEX is also an important factor. This is 
an uncertainty when it comes to material choices for the 
equipment. In this study, the material has been defined as 
“exotic”, giving good margins for the cost, but the choice of 
materials needs to be investigated in more detail. Higher 
electricity prices are definitely beneficial for the concept.  
 
4. Conclusion and recommendation 
Technical and economical evaluations have been performed for 
a CCMS capture plant retrofitted to a generic 40 MW ferro-
silicon (FeSi) furnace with heat recovery, using realistic 
parameters provided by Elkem. The main objective was to 
verify the previously claimed advantages of the CCMS 
technology, and to apply it to metallurgical industry using 
relevant industrial parameters. Preliminary designs with special 
focus on technical solutions to transfer high temperature heat to 
the desorption process were investigated in detail. A solution 
with a fuel combustor based on coke (or coal) and indirect heat 
transfer with high temperature heat pipes using sodium as 
working medium was chosen. Heat pipes technology has been 
known for 30-40 years, and has become significantly more 
attractive in the last decade. There is evidence from several 
R&D works that this technical solution should be suited to the 
CCMS process, however, there are uncertainties related to up-
scaling and potential safety risks related to the use of liquid 
sodium.  
 
The capture cost was estimated based on the above-mentioned 
design, and includes compression of the captured CO2 to 70 bar 
(20 oC). The investment cost was found to be around  
192.4 MEUR, and the operating cost was calculated to be 
around 4.5 MEUR/year. This includes the sale of electricity that 
is produced by recovering the excess heat from the CCMS 
process. The capture cost was found to be 60 EUR/tonne CO2. 
Assuming that the capture system performs as anticipated, the 
results show interesting promise for using the CCMS 
technology for capturing CO2 from metallurgical industry.  
 
It was considered to use available heat from the FeSi furnace, 
but preliminary evaluation indicated that there was little to gain 
on operational costs because the temperature available was not 
high enough and the oxygen content of the furnace flue gas was 
too low. This option could become more attractive in the future, 

if higher temperature could be made available by for example 
closing the furnace. If no or less additional heat is required in 
the desorber, the operating costs would be significantly lower, 
and the CCMS solution even more attractive.  
 
The main issue with the chosen combustor system is potential 
erosion due to the vigorous fluidization of the bed material 
(typically sand). Erosion could lead to potential leaks from the 
heat pipes allowing sodium to get in contact with steam and air, 
and this is a safety risk of the proposed system. High quality 
materials are therefore strictly required for the construction of 
the heat pipes.  
 
Another challenge is related to the pumping of high temperature 
molten salts between the reactors. To cope with this, the costs 
of the pumps have been given good enough margins in this 
study, assuming that it should be possible to manufacture 
pumps that can handle molten salts at the required temperatures. 
 
Finally, the technical issues related to high temperature heat 
transfer, and the cost associated, could be significantly reduced 
if the CCMS process could be operated with molten salts 
requiring lower temperature for desorption of CO2. Magnesium 
oxide based molten salts have been identified as a promising 
option and should be investigated in future R&D projects. 
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Appendix A 

 

Figure A. 1. Process flow diagram of CO2 capture based on the CCMS process for a theoretical 40 MW FeSi furnace 
with 73 % recycling. 
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Figure A. 2. Detailed process flow diagram of CO2 capture based on the CCMS process for a theoretical 40 MW FeSi 
furnace with 73 % recycling. This defines the scope of the present techno-economic study. 
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Table A. 1. Characteristic parameters and costs of the components in the desorber / combustion system. 

Component 
 

Power / 
duty  
(MW) 

Area 
(m2) 

Volume 
(m3) 

Material No of Equipment cost 
kEUR (2018) 

Installation 
factor 

Installed cost 
kEUR (2018) 

Desorber   1 985 CS steel/ inner refractory 1 2 837 3.29 9 333 
Heat pipes  1931 81 HT steel 154 35 6.60 35 836 
Air blower 0.84   Stainless steel 4 119 4.06 1 930 
FB-combustor  164  CS steel/ inner refractory 1 4 667 3.02 14 094 
FB-combustor cyclones    CS steel/ inner refractory 4 1 381 2.89 15 967 
Sum        77 160 

 

Table A. 2. Characteristic parameters and costs of the components in the absorber system. 

Component 
 

Power / 
duty  
(MW) 

Area 
(m2) 

Volume 
(m3) 

Material No of Equipment cost 
kEUR (2018) 

Installation 
factor 

Installed cost 
kEUR (2018) 

FG blower 1.59   Stainless steel 8 506 4.62 18 690 

Absorber  
 1 992 

CS steel/ inner refractory/ 
ceramic packing 1  4 066 3.09 12 563 

Air fan 0.03    1 26 11.00 284 
NG burner 10    1 2 12.00 30 
Sum          31 566 

 
 

Table A. 3. Characteristic parameters and costs of the components in the molten salt circulation system part I (between the absorber and desorber). 

Component 
 

Power / 
duty  
(MW) 

Area 
(m2) 

Volume 
(m3) 

Material No of Equipment cost 
kEUR (2018) 

Installation 
factor 

Installed cost 
kEUR (2018) 

Loaded MS pump 0.029   HT steel 2 33 7.38 487 
MS heat exchanger 26 1296  HT steel 1 441 3.61 1 592 
Lean MS pump 0.025   HT steel 2 33 7.38 487 
Sum        2 566 
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Table A. 4. Characteristic parameters and costs of the components in the molten salt circulation system part II (mixing and storage tanks). 

Component 
 

Power / 
duty  
(MW) 

Area 
(m2) 

Volume 
(m3) 

Material No of Equipment cost 
kEUR (2018) 

Installation 
factor 

Installed cost 
kEUR (2018) 

MS tank 1   800 CS steel/ inner refractory 1 823 3.47 2 857 
CaF2 tank 1   20 CS steel/ plastic lining 1 61 6.33 387 
CaCl2 tank 1   100 CS steel/ plastic lining 1 195 6.33 1 235 
CaO tank 1   50 CS steel/ plastic lining 1 127 4.76 603 
Screw conveyor CaF2 tank1 0.005   CS steel 1 19 10.55 203 
Screw conveyor CaCl2 tank1 0.005   CS steel 1 19 10.55 203 
Screw conveyor CaO tank1 0.005   CS steel 1 19 10.55 203 
MS filling pump desorber 0.025   HT-steel 1 17 9.89 169 
MS tank 1 vacuum pump 0.025   CS steel 1 25 8.81 222 
MS tank 2   800 CS steel/ inner refractory 1 1176 2.97 3 493 
CaF2 tank 2   20 CS steel/ plastic lining 1 35 9.04 316 
CaCl2 tank 2   100 CS steel/ plastic lining 1 112 6.66 743 
CaO tank 2   50 CS steel/ plastic lining 1 72 6.33 458 
Screw conveyor CaCl2 tank2 0.005   CS steel 1 19 10.55 203 
Screw conveyor CaF2 tank2 0.005   CS steel 1 19 10.55 203 
Screw conveyor CaO tank2 0.005   CS steel 1 19 10.55 203 
MS filling pump absorber 0.025   HT-steel 1 17 9.54 163 
MS tank 2 vacuum pump 0.025   CS steel 1 25 8.81 222 
Sum        12 088 

 
 
 

Table A. 5. Characteristic parameters and costs of the components in the system for additional electricity part I (turbine 2). 

Component 
 

Power / 
duty  
(MW) 

Area 
(m2) 

Volume 
(m3) 

Material No of Equipment cost 
kEUR (2018) 

Installation 
factor 

Installed cost 
kEUR (2018) 

Water pump  0.005   Stainless steel 1 12 10.93 136 
Steam generator – economizer 50 1964  Stainless steel/ HT steel 1 304 4.37 1 328 
Steam generator – evaporator    Stainless steel 1 78 6.08 471 
Steam generator – superheater    Stainless steel 1 136 5.32 726 
Steam turbine 2 17.50   Stainless steel 1 3323 3.20 10 634 
Condenser 35 4033  Stainless steel 4 253 4.37 4 417 
Sum         17 712 
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Table A. 6. Characteristic parameters and costs of the components in the system for additional electricity part II (turbine 3). 

Component 
 

Power / 
duty  
(MW) 

Area 
(m2) 

Volume 
(m3) 

Material No of Equipment cost 
kEUR (2018) 

Installation 
factor 

Installed cost 
kEUR (2018) 

Water pump  0.005   Stainless steel 1 102 6.18 629 
Steam generator – economizer 43 519  Stainless steel/HT steel 1 109 5.55 606 
Steam generator – evaporator    Stainless steel 1 34 7.31 252 
Steam generator – superheater    Stainless steel 1 71 6.10 432 
Steam turbine 3 15   Stainless steel 1 2869 3.28 9 411 
Condenser 29 3362  Stainless steel 4 216 4.37 3 779 
Sum        15 109 

 

Table A. 7. Characteristic parameters and costs of the components in the CO2/steam separation system. 

Component 
 

Power / 
duty  
(MW) 

Area 
(m2) 

Volume 
(m3) 

Material No of Equipment cost 
kEUR (2018) 

Installation 
factor 

Installed cost 
kEUR (2018) 

Water pump N.A.   Stainless steel  1 10 11.92 114 
Cooler 2.16 460  Stainless steel 1 150 5.08 760 
Evaporator/condenser 16 159  Stainless steel 1 67 6.17 413 
Superheater 14 393  Stainless steel 1 134 5.23 698 
Sum        1 985 

 

Table A. 8. Characteristic parameters and costs of the components in the CO2 compression system. 

Component 
 

Power / 
duty  
(MW) 

Area 
(m2) 

Volume 
(m3) 

Material No of Equipment cost 
kEUR (2018) 

Installation 
factor 

Installed cost 
kEUR (2018) 

1st stg CO2 comp. S drum   14.97 CS steel 1 35 9.21 325 
2nd stg comp. S drum   4.61 CS steel 1 22 10.36 231 
3rd stg comp. dis drum   1.15 CS steel 1 15 11.70 174 
1st stg CO2 comp. cooler  98.68  Stainless steel 1 210 9.98 2 099 
2nd stg CO2 comp cooler  75.19  Stainless steel 1 196 10.15 1 990 
3rd stg CO2 comp cooler  53.57  Stainless steel 1 210 9.98 2 096 
CO2 product pump 0.27   CS steel 1 473 4.77 2 258 
CO2 compressor 1st stage 4.02   CS steel 1 3 071 3.29 10 104 
CO2 water removal adsorber    CS steel 1 1 174 3.94 4 624 
Sum        23 900 
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Table A. 9. Characteristic parameters and costs of the bag filter. 

Component 
 

Power / 
duty  
(MW) 

Area 
(m2) 

Volume 
(m3) 

Material No of Equipment cost 
kEUR (2018) 

Installation 
factor 

Installed cost 
kEUR (2018) 

Bag filter    CS steel/ textile fabric 1 3 308 3.20 10 585 
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Abstract 
The viscosity of ternary mixtures of N-methyldiethanol amine  (MDEA) + monoethanol amine (MEA) + H2O,  N-
methyldiethanol amine  (MDEA) + diethanol amine (DEA) + H2O and 2-amino-2-methyl-1-propanol (AMP) + 
diethanol amine (DEA) + H2O were correlated using Eyring’s viscosity model based on absolute rate theory. The 
correlations were capable of representing viscosity data within AARD 1.9%, 1.4% and 2.1% for the mixtures MDEA 
+ MEA + H2O, MDEA + DEA + H2O and AMP + DEA + H2O respectively. These accuracies are acceptable in 
engineering calculations. The excess properties of volume 𝑉 , viscosity 𝜂  and free energy of activation for viscous 
flow ∆𝐺 ∗ were studied to understand the intermolecular interactions in the mixtures. The study shows that all 
mixtures have a negative sign for 𝑉 , 𝜂 and a positive sign for ∆𝐺 ∗. This indicates weak intermolecular interactions 
in mixtures compared to the pure liquids and strong molecular attractions like H-bonds in the mixtures.   

Keywords: Viscosity, Excess free activation energy, Eyring’s viscosity model, Amines 
 

1. Introduction  
The applicability of different amine mixtures to capture 
CO2 in a post-combustion absorption and desorption 
process has gained interest during past years. The 
combined effect of higher equilibrium capacities of 
tertiary and sterically hindered amines with the fast 
reaction rates of primary and secondary amines make this 
technology more feasible for large scale 
implementations. MEA (monoethanol amine) is regarded 
as the benchmark solvent in Post Combustion Capture 
(PCC) as it shows high CO2 absorption rate, is relatively 
cheap and is less harmful to the environment compared 
to other commercial amines in PCC [1]. The main 
disadvantage of MEA is the high energy demand for 
regeneration and that limits the use of MEA + H2O 
mixture as a solvent. DEA (diethanol amine) is a 
secondary amine that exhibits high absorption rate [2]. 
The irreversible side reactions and the formation of 
corrosive products are the disadvantages of using DEA. 
A tertiary amine like MDEA (N-methyldiethanol amine) 
has a relatively low absorption rate and high absorption 
capacity compared to MEA. The reaction between 
MDEA and CO2 has a low heat of reaction and reduces 
the energy penalty of the amine regeneration. AMP (2-
amino-2-methyl-1-propanol) is a sterically hindered 
primary amine that has both acceptable absorption 
capacity, absorption rate and regeneration energy 
demand, which is suitable for PCC.  
Some studies of blends of aqueous alkanolamines as 
solvents in acid gas treating have been reported in the 
literature. As the studies reveal, those blends can enhance 
the physicochemical properties compared to amine and 
water mixtures with one amine [3,4]. There, the primary 
or secondary amine is mixed with a tertiary amine and 
water. Primary and secondary amines enhance the 

absorption rate while tertiary amines increase the 
absorption capacity and reduce the regeneration energy.  
Densities and viscosities are important for the design of 
process equipment due to the influence on flow behavior, 
typically in pumps and pipes.  Densities and viscosities 
are also influencing the heat and mass transfer 
performance in heat exchangers, absorbers and stripper 
units. Especially the density and viscosity appear in 
correlations for estimating heat and mass transfer 
coefficients and interfacial areas in random and 
structured packings.  Reduction of the uncertainty in 
estimation methods for the density and viscosity in 
mixtures will improve design methods considerably. 
Several studies have been reported in the literature 
regarding density and viscosity measurements for the 
mixtures of (MEA + MDEA + H2O), (DEA + MDEA + 
H2O) and (DEA + AMP + H2O) under different amine 
concentrations and temperatures [5].  
In this study, the Eyring’s [6] absolute rate theory 
approach on dynamic viscosity of Newtonian fluids was 
considered to evaluate the free energy of activation for 
viscous flow of different amine solutions based on 
available density and viscosity data that have been 
published by Mandal et al. [5]. The excess volume and 
the excess viscosity were determined to analyze the 
intermolecular attractions of the mixtures.  

2. Methodology 
The excess free energies of activation were calculated 
and correlated according to a Redlich-Kister [7] type 
polynomial. Eyring’s viscosity model for Newtonian 
fluids is given in Eq (1).  
 𝜂 = 𝑒𝑥𝑝 ∗

                (1) 
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Where, 𝜂,𝑉,Δ𝐺∗, ℎ,  𝑁, 𝑅 and 𝑇 are dynamic viscosity, 
molar volume, free energy of activation for viscous flow, 
Planck’s constant, Avogadro’s number, gas constant and 
temperature respectively. In order to compare with ideal 
solutions and calculate the excess activation energy 
properties following Eq (2) and (3) are obtained by using 
Eq (1).  
 𝑙𝑛 𝜂𝑉 = 𝑙𝑛 𝜂𝑉 + ∗

              (2) 𝑙𝑛 𝜂𝑉 = ∑ 𝑥 𝑙𝑛 𝜂 𝑉 + ∗
               (3) 

 
The excess free energy of activation for viscous flow Δ𝐺 ∗ was determined from the density and viscosity data 
reported by Mandal et al. [5] as shown in Eq (3).  A 
Redlich-Kister type polynomial with temperature 
dependency as given in Eq (5) and Eq (6) is proposed to 
correlate Δ𝐺 ∗ of the amine mixtures according to the Eq 
(4). Here 𝜂  and 𝑉  are viscosity and molar volume of the 
pure liquids.  
 ∗ = Δ𝐺 ∗ + Δ𝐺 ∗ + Δ𝐺 ∗                    (4) 
 Δ𝐺 ∗ = 𝑥 𝑥 ∑ 𝐴 𝑥 − 𝑥                (5) 
 𝐴 = 𝑎 + 𝑏 𝑇 + 𝑐 𝑇                  (6) 
 
There are several ways to determine ideal viscosity 
contribution in a mixture [8-10]. The excess viscosity 𝜂  
as given in Eq (7) provides a quantitative approach to 
determine the deviation of the viscosity of a real mixture 
from its ideal conditions. The sign of 𝜂  signifies the 
molecular interactions between unlike molecules in the 
mixture [11]. The molecular interaction between 
molecules in the mixture has a significant effect on 
viscosity. Heric and Brewer [12] explained, ∆𝐺 ∗> 0 for 
a mixture that exhibits higher viscosities in the real 
mixtures than that of the ideal mixture.  
 𝜂 = 𝜂 − ∑ 𝑥 𝜂             (7) 
 
A positive sign of 𝜂  indicates that the mixture exhibits 
strong intermolecular interaction and negative sign 
specify weak interaction among the unlike molecules 
[13]. Intermolecular interaction is not the only aspect that 
influences the viscosity deviation of liquid mixtures [14, 
15]. The excess molar volume of mixtures also can reveal 
intermolecular attractions in a liquid mixture [16]. The 
excess molar volume 𝑉   represent the molar volume 
variation of a real mixture compared to its ideal 
condition. Three characteristics have been discussed in 
the literature that contribute to determining the sign of  𝑉 . The mixtures having specific or chemical 
interactions including charge transfer, forming of H-
bonds and other complex forming interactions provide a 
negative contribution for 𝑉 . The molecules with 
different shape and size can rearrange within vacant 
spaces by giving a negative contribution to 𝑉  [17].  
 𝑉 = 𝑉 − ∑ 𝑥 𝑉             (8) 
 
 

The 𝑉  gets a positive contribution where the mixtures 
have interactions owing to the dispersion forces or weak 
dipole-dipole interaction.  
The Eyring’s viscosity model enables to analyze 
viscosity data from a thermodynamic point of view to 
extract further information about liquid mixtures. Meyer 
et al. [18] reported the possibilities of using ∆𝐺 ∗ to 
examine molecular interactions as the viscosity 
deviation. A positive deviation ∆𝐺 ∗ signifies strong 
specific interactions between unlike molecules and 
classifiable as dispersion forces show negative deviation 
as suggested by authors in the references [18, 19]. All 
these parameters of ∆𝐺 ∗, 𝜂  and 𝑉  help to understand 
the nature of molecular interactions, size and shape of the 
molecules. Further, they are useful to correlate measured 
density and viscosity data of liquid mixtures. 

3. Results and Discussion 
The proposed correlation able to predict excess free 
energy of activation for viscous flow of the amine 
mixture with below 2% average absolute relative 
deviation (AARD %) for all mixtures.  Table 1-3 give the 
calculated parameters of the correlation given in Eq 4-6 
for the mixtures. Viscosity predictions were compared 
with measured data. Figure 1 shows the comparison 
between measured and correlated data for MDEA + MEA 
+ H2O mixtures. The correlation was able to fit the data 
within AARD 1.9% and maximum deviation (AMD) of 
0.1 mPa⸳s.  

 
Figure 1: Viscosity variation of MDEA + MEA + H2O mixtures 
with MDEA mole fraction and temperature: Experimental data 
from ref [5]; 293.15 K, ‘□’; 298.15 K, ‘◇’; 303.15 K, ‘△’; 
308.15 K, ‘x’; 313.15 K, ‘ж’; 318.15 K, ‘○’; 323.15 K, ‘+’.  The 
dotted lines represent the correlation in this work. 

A comparison between measured and correlated 
viscosities was performed for the MDEA + DEA + H2O 
mixtures as shown in Figure 2. It was found that the 
AARD and AMD for this mixture were 1.4%  and 0.14 
mPa⸳s  respectively. Figure 3 illustrates the measured 
data with correlation for AMP + DEA + H2O mixtures in 
which AARD and AMD were determined as 2.1% and 
0.15 mPa⸳s respectively. The parameters of the 
correlation for the mixtures are given in Table 1 and the 

1

1,5

2

2,5

3

3,5

4

0,04 0,045 0,05 0,055 0,06

η
/ m

Pa
⸳s

XMDEA

- 78 -



Free energies of activation for viscous flow of different amine mixtures in post combustion CO2 capture 

accuracies of the data fit are acceptable for engineering 
calculations.  
A qualitative analysis was performed to investigate the 
intermolecular attractions in the mixtures. The summary 
of the excess properties of the amine mixtures is given in 
Table 4. The 𝜂  was calculated as shown in the Eq (7). 
The calculated 𝜂  is negative for all mixtures at 
considered concentrations and temperatures. It 
emphasizes weak intermolecular interactions between 
the unlike molecules compared to pure liquids. The pure 
MDEA, DEA and AMP are able to form strong H-bonds 

due to the presence of O-H in the molecule [20]. MDEA 
and DEA have two O-H groups while AMP has only one 
to contribute for H-bonds. During the mixing of amines 
with water, the breaking of H-bonds may result in a 
negative sign in 𝜂 . The temperature has an effect of 𝜂  
in such a way that 𝜂 becomes less negative with the 
increase of temperature. The strength of molecular 
interactions may get weaker due to the increase of 
thermal energy of the molecules. 
 
 

 
Table 1: Binary parameters 𝐴 , 𝐴  and 𝐴  of the equation Δ𝐺 ∗ = 𝑥 𝑥 ∑ 𝐴 𝑥 − 𝑥 for the excess free energy of activation for 
viscous flow for MDEA + MEA + H2O 
 

Parameter Binary pair 
MDEA + MEA MEA + H2O MDEA + H2O 𝐴  𝑎 5.3631 x 104 1.7589 x 104 -7.2961 x 103 

 𝑏 -1.6978 x 102 1.0270 x 101 9.8700 
 𝑐 2.1304 x10-1 1.5794 x 10-1 3.4820 x10-1 𝐴  𝑎 1.1958 x 105 2.5656 x 104 -3.979 x 103 
 𝑏 8.4487 x 102 -1.4979 x 101 1.9979 x 101 
 𝑐 -4.6806 5.9708 x 10-1 6.3296 x 10-1 𝐴  𝑎 1.3708 x 106 3.4239 x 103 4.6638 x 103 
 𝑏 -1.8188 x 104 -2.0450 x 101 1.1958 x 101 
 𝑐 4.2780 x 101 4.6224 x 10-1 2.6581 x 10-1 

 
Table 2: Binary parameters 𝐴 , 𝐴  and 𝐴  of the equation Δ𝐺 ∗ = 𝑥 𝑥 ∑ 𝐴 𝑥 − 𝑥 for the excess free energy of activation for 
viscous flow for MDEA + DEA + H2O 
 

Parameter Binary pair 
MDEA + DEA DEA + H2O MDEA + H2O 𝐴  𝑎 1.0027 x 108 4.1277 x 107 -5.0908 x 106 

 𝑏 3.1414 x 105 1.1918 x 105 -1.7794 x104 
 𝑐 9.5620 x102 3.7002 x 102 -6.3678 x 101 𝐴  𝑎 4.3279 x 107 4.5805 x 106 -2.5435 x 105 
 𝑏 1.3742 x 105 -1.1254 x 104 5.5912 x 102 
 𝑐 4.7546 x 102 -3.3341 x 101 -3.5906 x 10-3 𝐴  𝑎 1.4787 x 107 -5.0089 x 107 6.3095 x 106 
 𝑏 -4.8893 x104 -1.7303 x105 2.3706 x104 
 𝑐 4.8911 x 101 -5.3515 x 102 8.2541 x 101 

 
Table 3: Binary parameters 𝐴 , 𝐴  and 𝐴  of the equation Δ𝐺 ∗ = 𝑥 𝑥 ∑ 𝐴 𝑥 − 𝑥 for the excess free energy of activation for 
viscous flow for AMP + DEA + H2O 
 

Parameter Binary pair 
AMP + DEA DEA + H2O AMP + H2O 𝐴  𝑎 1.1157 x 104 2.7551 x 103 1.5131 x 103 

 𝑏 8.4643 x 101 2.0589 x 101 2.3656 
 𝑐 -9.8481 x 10-1 5.2882 x 10-1 -1.0803 x 10-1 𝐴  𝑎 -3.0081 x 105 7.6788 x 103 4.2936 x 102 
 𝑏 1.0653 x 103 -1.7424 x 101 5.1912 
 𝑐 2.0884 x 10-1 1.1355 3.6564 x 10-1 𝐴  𝑎 4.4827 x 106 4.7115 x 103 -1.5476 x 103 
 𝑏 -2.5146 x 104 -4.9228 x 101 2.6677 
 𝑐 3.3641 x 101 6.1636 x 10-1 5.8774 x 10-1 
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Figure 2. Viscosity variation of MDEA + DEA + H2O 
mixtures with MDEA mole fraction and temperature: 
Experimental data from ref [5]; 293.15 K, ‘□’; 298.15 K, ‘◇’; 
303.15 K, ‘△’; 308.15 K, ‘x’; 313.15 K, ‘ж’; 318.15 K, ‘○’; 
323.15 K, ‘+’.  The dotted lines represent the correlation in this 
work. 

As shown by Kauzmann and Eyring [21], the viscosity of 
a mixture highly depends on the entropy of the mixture 
that is related to the molecular structure, interaction 
between molecules and enthalpy of the mixture [22, 23]. 
The negative deviation of 𝑉  for all mixtures in their 
different compositions and temperatures indicates strong 
intermolecular interactions among the unlike molecules. 
Further, 𝑉  gets a negative contribution by arranging 
molecules within vacant spaces in each other’s structure 
due to the different size and shape of the molecules. This 
also affects the viscosity of a mixture as intermolecular 
interactions.  
As shown in Figure 4, the calculated ∆𝐺 ∗ from Eyring’s 
viscosity representation is positive for the considered 
mixture compositions and temperatures indicating that 
the mixtures have strong intermolecular interactions. 
This is supported by excess volume property giving a 
negative sign for 𝑉 . The formation of new H-bond 
between unlike molecules can result in a positive 
deviation in ∆𝐺 ∗. MEA has the potential to form H-
bonds with other amines and H2O due to the presence of 
hydroxyl and amino functional groups. For (MDEA + 
MEA + H2O) mixtures at 293.15 K, highest excess 
activation energy is shown at the mixture composition of 
30 mass% MDEA + 0 mass% MEA + 70 mass% H2O 
mixture and it gradually decreased with the decrease of 
MDEA and increase of MEA concentrations under 
constant weight percent of H2O. The decrease of ∆𝐺 ∗ 
with the increase of MEA mole fraction shows that 
intermolecular attractions have been weakened by MEA.   

Table 4: Excess properties of ∆𝐺 ∗,  𝜂  and 𝑉  of the amine 
mixtures. 

Mixture ∆𝐺 ∗ 𝜂  𝑉  
MDEA + MEA + H2O > 0 < 0 < 0 
MDEA + DEA + H2O > 0 < 0 < 0 
AMP + DEA + H2O > 0 < 0 < 0 

 
Figure 3. Viscosity variation of AMP + DEA + H2O mixtures 
with AMP mole fraction and temperature: Experimental data 
from ref [5]; 293.15 K, ‘□’; 298.15 K, ‘◇’; 303.15 K, ‘△’; 
308.15 K, ‘x’; 313.15 K, ‘ж’; 318.15 K, ‘○’; 323.15 K, ‘+’.  The 
dotted lines represent the correlation in this work. 

For the AMP + DEA + H2O mixtures at 293.15 K, highest 
excess free activation energy is observed at the mixture 
composition of 30 mass% AMP + 0 mass% DEA + 70 
mass% H2O mixture. The increase of DEA mole fraction 
decreases the ∆𝐺 ∗ indicating weak intermolecular 
interactions compared to the mixture of 30 mass% AMP 
+ 0 mass% DEA + 70 mass% H2O. 
The excess free energy of activation for viscous flow of 
MDEA + DEA + H2O mixtures shows a peak at the 
mixture composition of 25.5 mass% MDEA + 4.5 mass% 
DEA + 70 mass% H2O at 293.15 K. This indicates that 
the intermolecular interactions are stronger at that 
particular composition than the other amine composition 
at 293.15 K.  
The free energy of activation for viscous flow was 
determined by using Eq (1). Figure 5 illustrates the 
variation of ∆𝐺∗with amine mole fraction of the mixtures 
at 293.15 K. The AMP + DEA + H2O mixtures show the 
highest free energy among the considered mixtures while 
MDEA + MEA + H2O has the lowest free energy.  
The increase in temperature decreases both ∆𝐺 ∗ and ∆𝐺∗.  Figure 6 shows the influence of temperature on ∆𝐺∗ 
for the mixtures with 24 mass% AMINE (1) + 6 mass% 
AMINE (2) + 70 mass% H2O. The increase in molecular 
energy has weakened the strength of H-bonds and has 
enhanced the movements of the molecules.   The decrease 
in ∆𝐺 ∗ indicates that solution characteristics change 
toward the ideal conditions with the increase of 
temperature. 
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Figure 4. Variation of ∆𝐺 ∗ with amine mole fractions at 
temperature of 293.15 K. XAMP in AMP + DEA + H2O ‘■’; 
XMDEA in MDEA + DEA + H2O ‘◆’; XMDEA in MDEA + MEA 
+ H2O ‘▲’. 

 
Figure 5. Variation of ∆𝐺∗ with amine mole fractions at 
temperature of 293.15 K. XAMP in AMP + DEA + H2O ‘■’; 
XMDEA in MDEA + DEA + H2O ‘◆’; XMDEA in MDEA + MEA 
+ H2O ‘▲’. 

 

Figure 6. Variation of ∆𝐺∗ with temperature. AMP + DEA + 
H2O ‘■’; MDEA + DEA + H2O ‘◆’; MDEA + MEA + H2O 
‘▲’. 

This study analyzed the density and viscosity of amine 
and water ternary mixtures to understand the molecular 
interactions. The correlation represents the viscosity data 
of ternary amines and water mixtures with acceptable 
accuracy to use them in engineering calculations. 
Further, the correlations can be improved to fit viscosities 
of CO2 loaded amine and water mixtures as they are 
important in post-combustion amine based CO2 capture.  

4. Conclusions 
Three aqueous amine mixtures of MDEA + MEA + H2O, 
MDEA + DEA + H2O and AMP + DEA + H2O were 
analyzed based on viscosity and density data in the 
literature for their free energy of activation for viscous 
flow. The excess free energy was evaluated and 
correlated by a Redlich-Kister polynomial to fit the 
viscosity data. The proposed correlations were able to 
correlate the ∆𝐺 ∗ within 2% AARD. 
The same correlation was able to represent viscosities of 
MDEA + MEA + H2O mixtures within AARD 1.9% and 
AMD of 0.1 mPa⸳s. For the MDEA + DEA + H2O 
mixtures the viscosity data were fitted within AARD 
1.4% and AMD 0.14 mPa⸳s. And for the AMP + DEA + 
H2O mixtures that are of AARD 2.1% and 0.15 mPa⸳s. 
These accuracies are acceptable in engineering 
calculations. 
The excess properties of molar volume, viscosity and free 
energy of activation for viscous flow show the presence 
of strong intermolecular interactions in all mixtures. The 
negative and positive signs for excess volume and excess 
free energy of activation for viscous flow indicate the 
presence of H-bonds between unlike molecules while 
negative signs of excess viscosity predict weak 
intermolecular interactions compared to the ideal mixture 
condition. This may occur due to the breaking of H-bond 
during the mixing. The mixtures exhibit ∆𝐺 ∗  
> ∆𝐺 ∗  > ∆𝐺 ∗  for the 
considered amine concentrations. Accordingly, AMP + 
DEA + H2O mixtures possess the highest intermolecular 
interactions among the unlike molecules and MDEA + 
MEA + H2O mixtures indicate the lowest.  
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Abstract  

In this study, equilibrium-based and rate-based simulations in Aspen HYSYS and Aspen Plus were performed to 
compare the removal efficiency and physical properties of density and viscosity in a CO2 absorption column. The 
experimental results from our previous study were used for comparison. In the equilibrium-based simulations, removal 
efficiency at 40 kg/hr of solvent flow rate was fitted with simulation by adjusting the Murphree efficiency of 12% in 
all stages. Accordingly, the equilibrium-based performed for other considered flow rates by keeping adjusted constant 
Murphree efficiency for all the stages in the absorber column. The variations of physical properties like density and 
viscosity were simulated and compared with measured properties under three different liquid to gas (L/G) ratios.  
Performed rate-based simulations with default molar volume/density and viscosity models of Clarke model and Jones-
Dole model respectively were able to predict the properties with acceptable accuracy, but a deviation of 25% between 
measured and simulated viscosities for the lean MEA mixture was observed.  

Keywords: Equilibrium-based, Rate-based, CO2 capture, MEA 
 

1. Introduction  
Process simulation provides the ability to understand the 
process behavior under various process conditions and 
help to identify optimum conditions. The process of post-
combustion carbon dioxide (CO2) capture through amine 
based absorption process has been evaluated in various 
ways through mathematical modelling and simulations to 
identify the key factors in order to optimize the 
configuration and efficiency of the process [1-4]. 
Aspen HYSYS and Aspen Plus are two process 
simulation packages that are widely used in the industry 
for steady state process simulations and calculations of 
equilibrium data for various gas liquid mixtures. Two 
approaches of equilibrium-based and rate-based 
modelling are facilitated for simulation of the amine-
based post-combustion CO2 capture process. For 
equilibrium-based modelling, an amine package with 
Kent-Eisenberg [5] and Li-Mather [6] equilibrium 
models is available in Aspen HYSYS. The equilibrium-
based column model can be refined using a Murphree 
efficiency on each stage.  For rate-based modelling, the 
Electrolyte-NRTL equilibrium that is based on Austgen 
et al. [7] model is adopted to model the vapour-liquid 
equilibrium of the reacting system in Aspen Plus. The 
column can be modelled based on both equilibrium 
stages with Murphree efficiencies and rate-based 
approaches. 
In literature, studies related to process simulations using 
Aspen HYSYS and Aspen Plus are widely available for 
amine based post-combustion CO2 capture. An Aspen 
Plus model was developed by Lim et al. [8] and 
performed a validation against a pilot plant operated at 
Boryeong, South Korea. There was a good agreement for 
the estimation of CO2 loading, heat duty and temperature 
in the stripper between developed model and pilot plant 

results. Plaza et al. [9] worked with absorber and stripper 
models in Aspen Plus in which a thermodynamic model 
proposed by Hilliard [10] was used for modeling CO2 
removal from aqueous MEA (monoethanol amine). 
Zhang and Chen [11] also performed validation of a rate-
based MEA model in Aspen Plus with a pilot plant. The 
study extended from simulation model for CO2 
absorption with MEA to both absorption and desorption 
process and was validated against recently published 
pilot plant data.  For Aspen HYSYS simulation, different 
absorption and desorption configurations were 
investigated using an equilibrium-stage model in Aspen 
HYSYS for natural gas based pilot plants [12]. A 
comparison between equilibrium-based model in Aspen 
HYSYS and rate-based model in Aspen Plus was 
performed by Øi [1] for the CO2 absorption into MEA 
from atmospheric gas. Results show that it is difficult to 
conclude which model gives more accurate predictions. 
According to Zhang and Chen [11], a rate-based model is 
capable of predicting the overall performance of the CO2 
capture system excellently.   
In this work, CO2 absorption into MEA was studied using 
the two simulation packages Aspen HYSYS 
(equilibrium-based model) and Aspen Plus (equilibrium 
and rate- based models). Series of laboratory experiments 
have been performed in an experimental CO2-rig located 
at the University of South-Eastern Norway [13]. The 
experiments were done to investigate the CO2 removal 
efficiency under different inlet CO2 concentrations and 
solvent flow rates. The measured physical properties of 
density and viscosity at the absorber top for lean MEA 
and the bottom for rich MEA were compared with rate-
based simulations from Aspen Plus.    
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2. Murphree efficiency based and rate – 
based simulation  

2.1 Murphree efficiency  

In distillation and absorption, the tray efficiency is 
described in several ways [14]. The point efficiency is 
defined as the ratio of change of composition at a point 
to the change of composition that would occur on a 
theoretical stage. Instead of a single point, Murphree 
efficiency is defined for the entire tray as given in Eq (1). 
 𝐸 ∗               (1) 
 
Where, 𝑦∗ is the composition of vapour in equilibrium 
with the liquid leaving the tray, 𝑦  is the actual 
composition of vapour leaving the tray.  
 
The overall column efficiency 𝐸  is given as  
 𝐸                   (2) 
 
And these two efficiencies can be related as 
 𝐸              (3) 

 
Where, m is the slope of the equilibrium line, 𝑉 and 𝐿 are 
molar flow rates of the vapour and liquid respectively.  
For a packed column, Murphree efficiency of a tray is 
applicable for a packing section with a certain height.  

2.2 Rate-based model 

The rate-based approach considers the mass and heat 
transfer and chemical kinetics as the governing 
phenomena in the separation process. The driving force 
for the mass transfer is directly proportional to the 
deviation from the equilibrium between gas and liquid 
and is proportional to the contact area between the two 
phases [15]. The reaction model for MEA + CO2 + H2O 
is given in reactions R1 to R5 as described by the Austgen 
et al. [7] for primary and secondary amines.  
Ionization of water  
 2𝐻 𝑂 ↔ 𝐻 𝑂 𝑂𝐻                    (R1) 
 
Dissociation of carbon dioxide 
 2𝐻 𝑂 𝐶𝑂 ↔ 𝐻 𝑂 𝐻𝐶𝑂             (R2) 
 
Dissociation of bicarbonate  
 𝐻 𝑂 𝐻𝐶𝑂 ↔ 𝐻 𝑂 𝐶𝑂             (R3) 
 
Dissociation of protonated MEA 
 𝐻 𝑂 𝑀𝐸𝐴𝐻 ↔ 𝐻 𝑂 𝑀𝐸𝐴            (R4) 
 
Carbamate reversion to bicarbonate 
 𝑀𝐸𝐴𝐶𝑂𝑂 𝐻 𝑂 ↔ 𝑀𝐸𝐴 𝐻𝐶𝑂            (R5) 

3. Methodology  

3.1 Pilot plant and process description 

An amine-based laboratory CO2-rig located at the 
University of South-Eastern Norway is shown in Figure 
1. The process is consisting of absorption and desorption 
columns for chemical absorption and stripping of CO2. 
Feed with air and CO2 pass through the absorber 
countercurrently with aqueous MEA and the structured 
packing enhances the mass transfer between CO2 and 
absorbent. The absorber column is filled with Sulzer 
250Y packing to build a packing section with 1500 mm 
height.  Detailed information about the laboratory CO2-
rig can be found in a previous publication with a piping 
and instrumentation diagram (P&ID) [13].  
 

 

Figure 1: Amine based CO2 capture pilot plant at USN 

3.2 Experiments  

3.2.1 CO2 rig experiments 

A controlled flow of CO2 with purity 99.5% from AGA 
Norge AS was mixed with constant air supply to achieve 
5% and 10% CO2 concentration (mol%) in the gas feed. 
The solvent flow rate was adjusted from 10 kg/hr to 100 
kg/hr with 10 kg/hr increments. Finally, the CO2 
concentration of the treated gas was measured to 
determine the CO2 removal efficiency. All the gas 
analysis were performed by an NDIR (Non-Dispersive 
InfraRed) instrument from ADC. 
For the study of physical property variations of the 
absorber column, experiments that were performed in our 
previous work [16] were used for the simulations. There, 
three different liquid flows were considered. Samples 
were taken from liquid streams at the top and the bottom 
of the absorber and the temperatures were recorded in 
each case. Density and viscosity of collected samples 
were measured in the laboratory. 

3.2.2 Density measurements 

Density measurements of the liquid MEA + H2O + CO2 
mixtures were performed using a DMA 4500 density 
meter from Anton Paar. A liquid volume of 5 ml 
approximately was injected into the U-tube of the density 
meter using a syringe. The temperature was set as it was 
recorded at the sampling point. The measurements were 
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repeated three times to verify the repeatability of the 
measurements and the average was taken as the final 
reading. A density check was performed with degassed 
water frequently to verify the validity of the previous 
calibration at 293.15 K.  

3.2.3 Viscosity measurements 

Viscosity measurements of the MEA + H2O + CO2 
mixtures were carried out using a Physica MCR 101 
rheometer from Anton Paar. A double-gap measuring 
system was adopted, as it was suitable for low viscous 
fluids.  The calibration of the rheometer was performed 
using a standard calibration fluid S3S from Paragon 
Scientific Ltd. The viscosities of the calibration fluid 
measured were compared with the standard given by the 
supplier. The deviations of the measurements were noted 
at different temperatures and viscosities of the MEA + 
H2O + CO2 mixtures and corrected accordingly. 

3.3 Simulations 

The equilibrium-based simulations were carried out in 
Aspen HYSYS V10 environment. The amine package 
with Kent-Eisenberg [5] model was used to perform 
relevant calculations in the vapour and liquid phases. An 
absorber with four stages with defined Murphree 
efficiencies in each stage simulated the CO2 removal 
efficiencies under different flow conditions. 
In Aspen Plus rate-based simulations, an absorber 
column developed from RadFrac absorber model was 
used for the simulations. The property method of 
Electrolyte-non-random two-liquid (ELECNRTL) was 
selected as the mixture behaves as an electrolyte. All the 
simulations were performed under open-loop conditions. 
For the physical properties, it is possible to regress 
experimental density and viscosity results of MEA + H2O 
+ CO2  from Weiland et al. [17] or Hartono et al. [18] to 
estimate relevant model parameters in Aspen Plus. The 
Clarke model, called VAQCLK in Aspen Plus for liquid 
molar volume is available with regressed model 
parameters. The model calculates liquid molar volume of 
aqueous electrolytes solutions using Amagat’s law as 
given in Eq (4) and the relationship between partial molar 
volume of an electrolyte and its mole fraction in the 
solvent as given in Eq (5) [19].  
 𝑉𝑚𝑙 = ∑ 𝑥𝑖𝑉𝑖𝑖              (4) 
Where, 𝑉 , 𝑥  and 𝑉  are molar volume of the mixture, 
mole fraction and the molar volume of component 
respectively.  𝑉𝑐𝑎 = 𝑉𝑐𝑎∞ + 𝐴𝑐𝑎 𝑥𝑐𝑎1+ 𝑥𝑐𝑎          (5) 

Where, 𝑉 is the partial molar volume of electrolytes, 𝑥 is the apparent electrolyte mole fraction and 𝑉 , 𝐴  
are regression parameters. 
The option code 1 represents the quadratic mixing rule 
for solvent in which the interaction parameter VLQKIJ 
for MEA and H2O can be regressed against MEA + H2O 
density data from Kapadi et al. [20] and Han et al. [21]. 
The Clarke model parameters 𝑉  named as VLCLK/1 
can also be regressed for the main electrolyte (MEAH+, 

HCO3
-), (MEAH+, MEACOO-) and (MEAH+, CO3

2-) 
against experimental MEA + H2O + CO2 density data. 
The Jones-Dole electrolyte correction model, referred as  
MUL2JONS in Aspen Plus can be adopted to model the 
liquid viscosities in a MEA + H2O + CO2 mixture. Due 
to the presence electrolytes, model calculates the 
correction to the liquid mixture viscosity of a solvent 
mixture. The Jones-Dole electrolyte correction model is 
given as follows [19],  
 𝜂 = 𝜂 1 + ∑ Δ𝜂            (6) 
 
Where, 𝜂, 𝜂  and Δ𝜂  are viscosity of the liquid 
mixture, viscosity of the liquid mixture calculated by the 
Andrade/DIPPR model and contribution to the viscosity 
correction due to apparent electrolyte ca from cation c 
and anion a respectively.   
The interaction parameters between MEA and H2O in the 
Aspen liquid mixture model, MUKIJ and MULIJ, can be 
regressed against experimental MEA + H2O viscosity 
data. Further, the Jones-Dole model parameters in Δ𝜂 , 
IONMUB, for MEAH+ and MEACOO- are possible to 
regress against MEA + H2O + CO2 viscosity data [22]. 
The data regression to estimate parameters is beyond the 
scope of this study, and density and viscosity predictions 
were obtained using default parameter values in Aspen 
Plus.  
The experimental input data for the physical property 
simulations are given in Table 1 and Table 2. The Aspen 
Plus simulations were performed in the Aspen Plus V10 
environment.  

Table 1: Scenarios considered in CO2-rig experiments 

Case no Air flow 
rate 

(Nm3/hr) 

Liquid 
flow rate 
(kg/hr) 

CO2 in 
feed (%) 

TAbsorber,in 
(oC) 

Case 1 15 47.92 10.2 19.5 
Case 2 15 106.56 9.9 25.7 
Case 3 15 151.17 9.9 30.1 

Table 2: Lean amine loading with corresponding (L/G) in  
mass basis  

 
Case no 

 
Liquid flow 
rate (kg/hr) 

 
(L/G) 

Lean MEA 
loading 

(mol CO2 / mol 
MEA) 

Case 1 47.92 2.3 0.213 
Case 2 106.56 5.4 0.280 
Case 3 151.17 7.8 0.279 

 

4 Results  

4.1 CO2 removal efficiency 

For the investigation of CO2 removal efficiency, two case 
studies were performed by keeping inlet gas CO2 
concentration at 5% and 10% (mole basis) of total gas 
flow. Figure 2 illustrates the variation of CO2 removal 
efficiency under different liquid flow rates from 10 kg/hr 
to 100 kg/hr, which is equivalent to a range of liquid to 
gas (L/G) ratio from 0.3 to 3 on a mass basis 
approximately.  
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As shown in Figure 2 the CO2 removal efficiency 
increases with the increase of liquid flow rate. Under low 
flow rates, the driving force for the mass transfer is 
reduced as the aqueous amine solution reaches high CO2 
loadings rapidly. This is reversed under high flow rates 
as more liquid with high driving force increase the CO2 
removal efficiency. Further, the increase of amine flow 
enhances the gas/liquid interfacial area while passing 
through the structured packing. This effect also increases 
the mass transfer through the gas/liquid interface. 
In the equilibrium-based model, the Murphree efficiency 
on each of four plates were fitted to 12% for 40 kg/hr to 
get equal CO2 removal efficiency in simulation and 
experiment. At other liquid flows the Murphree 
efficiency were kept constant at 12%. The rate-based 
simulations in Aspen Plus were performed by adjusting 
the interfacial area factor (IAF) to 1.98 to achieve a 
similar removal efficiency at 40 kg/hr compared to 
experiment. The results for other flow rates were taken at 
the adjusted IAF of 1.98. 
This high interface area factor indicates that the rate-
based model does not describe the absorption 
mechanisms accurately. Because the IAF is expected to 
increase with increasing liquid flow, the liquid flow 
influence on removal efficiency with a constant IAF in 
Figure 2 is opposite of what was expected. In Table 3 the 
IAF shows a more reasonable dependence of increasing 
liquid flow. A possible factor that may also influence on 
the CO2 removal efficiency is the temperature, which 
may vary in the measured data in Figure 2. 

Table 3. IAF and CO2 out (%) in treated gas 

Case no IAF CO2 out (%) in treated gas  
Case 1 1.04 5.8 
Case 2 1.37 4.8 
Case 3 1.43 4.1 

 
As shown in Figure 2, the equilibrium-based model with 
constant Murphree efficiency predicted removal 
efficiency closer to the experiments at low flow rates 
below 50 kg/hr. The deviation between measured and 
simulation increases at higher flow rates. For the rate-
based model, predictions are closer to the experiment at 
higher flow rates and the deviations are greater at low 
flow rates.    
Neither the equilibrium based nor the rate-based model 
give a good qualitative description of the CO2 removal as 
a function of liquid flow.  This was also the conclusion 
in comparisons of equilibrium-based and rate-based 
models with performance data at TCM Mongstad [4].  
The accuracy in simulated CO2 removal efficiencies 
shown in Figure 2 are however reasonable for both 
models. 
In Aspen HYSYS simulations, the removal efficiency 
increased with liquid flow rate, until it reached 30 kg/hr. 
Subsequently, the removal efficiency became a steady 
value after 30 kg/hr of liquid flow rate. Similar behavior 
was observed for 10% inlet CO2 concentration in which 
a steady removal efficiency of 33% after 60 kg/hr of 
liquid flow in the HYSYS simulation.  
In case of using a rate-based model in Aspen Plus, the 
absorption efficiency will vary slightly with the liquid 

flow and the removal efficiency as a function of liquid 
flow will be expected to be simulated more accurately. 
 

Figure 2: Comparison of CO2 removal efficiency from 
experiments, equilibrium-based model and rate-based model 

4.2 Physical property analysis 

Density and viscosity of the lean and rich MEA solvent 
have been measured at three different liquid flow rates as 
shown in Table 1 [16] were used for the rate-based 
simulations in Aspen Plus. For each case, the interfacial 
area factor was adjusted to achieve the removal 
efficiency observed during the experiments. IAF was 
adjusted by trial and error until the relative deviation 
between measured and simulated CO2 concentrations at 
the treated gas becomes < 1%. The simulated CO2 
concentration of the treated gas at absorber out and 
corresponding IAFs are given in Table 3.  
Accordingly, the corresponding density and viscosity of 
the lean and rich amine stream were evaluated. Figure 3 
compares the experimental results with the simulation of 
the density variations in the liquid stream at the top and 
bottom of the absorber. Absorption of CO2 increases the 
CO2 loading in the solvent. The experiments revealed that 
the density of the MEA + H2O + CO2 increased at the 
absorber bottom compared to the absorber top even 
though the temperature increases due to the exothermal 
reaction between MEA and CO2. The simulations were 
able to predict this trend as shown in Figure 3. The 
maximum relative deviation of measured density from 
the simulation is 6%. The model called VAQCLK with 
option code 1 in the property set was adopted to simulate 
the measured densities. 
Rate-based simulations for the density of liquid streams 
were able to predict the trend of density variation with 
the increase of liquid flow in the absorber. Further 
simulations follow the trend of increase of density in the 
rich amine solution compared to that of lean amine. The 
temperature obtained through the simulations for rich 
amine mixture deviates around 5% from the measured. 
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Figure 3: Comparison of the measured densities with the simulation 

 
Figure 4: Comparison of the measured viscosities with the simulation 

For the viscosity predictions based on rate-based 
simulations in Aspen Plus, Figure 4 illustrate the 
comparison between simulated viscosities and measured 
data at both lean and rich amine solutions. As shown by 
the experiments, viscosity at the lean MEA solution is 
higher than that of rich MEA. Generally, the increase of 
CO2 in MEA + H2O + CO2 mixture increase the viscosity 
[17, 23], but the increase of temperature dominate to 
reduce the viscosity at rich MEA mixture. 
Rate-based simulations were able to predict the trend of 
viscosity variation in the absorber column under different 
liquid flow rates. As described in Figure 4, simulated 
viscosities showed large deviations around 25% 
compared to that of measured at the lean MEA mixture. 
Lower deviations were reported for the viscosity of rich 
MEA mixture and it was around 4%. The measured 

viscosities agree with the viscosity data published for 
MEA + CO2 + H2O mixtures under different CO2 
loadings and temperatures [18]. A possible cause for such 
deviations can be that the property model parameters 
were not regressed against the actual measured data. The 
causes can be found by performing simulations after 
estimating the required parameters through a regression.  
Several other viscosity models such as Andrade model 
(MUL2ANDR), TRAPP model (MUL2TRAP) and 
Eyring-NRTL model (EYRING) for liquid mixture 
viscosity were also examined and compared with 
measured viscosities. The predictions deviate highly 
compared to the Jones-Dole electrolyte viscosity model 
with a factor around 2. This indicates that the selection of 
property models needs to be selected carefully to acquire 
the best results.   
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4.3 Uncertainty of experiments and simulations 

The experiments in the CO2-rig involve different types of 
uncertainties. These uncertainties are related to 
inaccuracies of the measuring instruments and the 
process samplings. The extracted samples for the density 
and viscosity measurements should be representative of 
the system.  The CO2-rig in USN has performed several 
modifications in order to achieve theories of process 
sampling to improve the accuracy of the measurements. 
In earlier work [13], uncertainties have been evaluated.  
It has been problems with the consistency in the amount 
of absorbed CO2 calculated from the gas and liquid side.  
The absorbed CO2 amount calculated from the liquid side 
has been assumed to have the highest uncertainty due to 
the uncertainty in measured difference of CO2 
concentration between lean and rich amine. In this work, 
the CO2 removal efficiency is calculated based on CO2 
concentrations in the gas in and out which are assumed 
to have reasonable accuracy.  
In the simulations, equilibrium and physical property 
models have uncertainties due to the assumptions 
considered during the model developments. Our recent 
publication on uncertainty analysis of interfacial area and 
mass transfer coefficient models [24] revealed the 
propagation of uncertainty of physical properties through 
such models. Those uncertainties in physical properties 
can appear from the sampling to measuring device. 
Uncertainties in viscosity are expected to give more 
impact on design than uncertainties in density. 

5 Conclusion 
Simulations based on an equilibrium-based model in 
Aspen HYSYS and a rate-based model in Aspen Plus 
were performed and compared with CO2 removal 
efficiencies obtained via experimental study performed 
with the CO2-rig located at USN, Norway.  
In the equilibrium-based model, for the study of 5% CO2 
feed gas concentration, the Murphree efficiency was 
adjusted to 12% to fit the removal efficiency at 40 kg/hr 
of liquid flow rate. The assumption of a constant 
Murphree efficiency is doubtful when variables like gas 
or liquid flow are varied. But performance data can be 
fitted by adjusting the Murphree efficiency as a function 
of gas- or liquid flow.  
In case of using a rate-based model, the IAF can be 
adjusted. So far, neither fitting the Murphree efficiency 
in an equilibrium model or fitting the IAF in a rate-based 
model give qualitatively reasonable results. The 
calculated CO2 removal as a function of liquid flow are 
however reasonably accurate for both models.  
For the physical properties based on rate-based 
simulations, the default Jones-Dole model (MUL2JONS) 
was able to predict the measured viscosities with 
measurable deviation and may be improved by 
estimating model parameters through a regression using 
available measured viscosity data in the literature. Other 
considered models the Andrade model (MUL2ANDR), 
TRAPP model (MUL2TRAP) and Eyring-NRTL model 
(EYRING) for liquid mixture viscosity deviated largely 
from measured data. Accordingly, they are not adopted 
in this application. The default molar volume and density 

model VAQCLK was able to predict densities in the 
MEA + H2O + CO2 with acceptable accuracy.  
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Abstract 
In this study, our recent and new approach for detailed tracking of the interface between well fluid and cement by 
using particles is investigated. The particles can enable us to know the precise location of the interface between two 
fluids and be sure about displacement efficiency in the annulus. This includes the introduction of intermediate buoyant 
particles that reside at the interfaces between successive fluids in a well (e.g., cement-spacer or spacer-mud). Such 
particles must overcome strong secondary flows to travel with the interface. For this purpose, the displacement 
mechanisms of Newtonian and non-Newtonian fluids in the annulus of vertical and inclined wells is investigated by 
using an experimental set-up with concentric and eccentric annular geometries. For more efficient displacement, the 
displacing fluid should have a higher density than the displaced fluid, and the intermediate-buoyancy particles that 
reside at the interface between successive fluids are introduced into the models. Particle motions are investigated in 
models with different fluid rheology and displacement flow rates. This approach for tracking of the interface can 
improve the quality of annular cementing of CO2 wells and thus the storage safety.  

Keywords: annular model, secondary flow, particle tracking 
 

1. Introduction 
CO2 capture and storage (CCS) is considered as one of 
the most promising solutions for decreasing the 
emissions of CO2 into the atmosphere. Large-scale 
storage of CO2 requires understanding the trapping 
mechanisms of CO2 into storage sites to prevent and 
mitigate the leakages of CO2 to the atmosphere. One part 
of the stored CO2 in underground formations is free 
phase, and hence there is a chance of leakage of CO2 out 
to the atmosphere. So the probable leakage points in the 
storage sites should be recognized. leak-free injection 
wells (or any other type of wells penetrating a CO2 
storage reservoir) are one of the main concerns in studies 
related to CO2 leakage that enhance the demand for high-
quality cement along the wellbore, between the casing 
and the rock formation. The main prerequisite for annular 
cement sheaths with high integrity and without any 
leakage paths is high efficiency in the displacement of the 
drilling fluid and the formation fluids from the annulus 
by sequential pumping of spacer and cement. For wells 
penetrating CO2 storage reservoirs, it is especially 
important that all the annular cement columns are of high 
quality. This is because CO2 is a buoyant fluid, and also 
such wells are subjected to harsh conditions (e.g., cooling 
of the well/formation, elevated pressure, and chemical 
reactions) [1]. 
One of the most critical operational factors that affect the 
quality of well cementing is the displacement of the 
drilling fluid and the formation fluids from the annulus 
by sequential pumping of spacer and cement. The 
procedure is such that non-Newtonian yield-stress fluids 
of progressively higher density and rheology are pumped 
into the well. Spacer is typically of higher density and 

rheology than drilling fluid, and cement is ideally of 
higher density and rheology than the other existing fluids 
in the annulus. This sequential pumping is done to 
stabilize the displacement process and the interfaces and 
to improve the displacement efficiency [2, 3]. Ideally, all 
the fluids in place are displaced evenly, and the cement 
takes their place without leaving any mud/spacer pockets 
or channels along the well. In reality, however, several 
factors prevent a perfect displacement. These include an 
uneven borehole due to soft rocks and washouts as well 
as the eccentric positioning of the casing within the 
borehole that is still very common, especially in inclined 
wellbores. Thus, fluid interfaces in the annulus typically 
do not advance uniformly along the well. 
There are numerous computational studies of 
displacement flow in different geometries; annulus and 
unwrapped annulus or Hele-Shaw geometry [4, 5, 6 and 
7]. There are few experimental studies about 
displacement flow in eccentric annular geometries.  The 
first detailed study was performed by Tehrani et al. [8]. 
The experiments were performed in an inclined narrow 
annulus with an aspect ratio of 0.035 and a length of 3 m. 
They examined various flow rates and eccentricities, and 
the results were compared with modeling results in the 
form of final displacement efficiencies at the end of the 
experiments. They recorded both visualization data and 
conductivity changes in the set-up. They used non-
Newtonian fluids and found reasonable qualitative 
agreement between experimental and modeling results. 
Experimental studies of the laminar flow of both 
Newtonian and non-Newtonian fluid displacements in 
vertical narrow eccentric annuli by Mohammadi et al. 
confirm that small eccentricity, increased viscosity ratio, 
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increased density ratio, and slower flow rates appear to 
favor a steady displacement for Newtonian fluids. They 
believed that qualitatively the same results could be 
achieved for non-Newtonian fluids, while the role of flow 
rate is less clear. The secondary flow and dispersion had 
a dominant effect on the results [9]. In an eccentric 
annulus where a displacing fluid tends to pass through the 
wide side, a positive density difference between two 
fluids produces a hydrostatic pressure imbalance between 
the wide and narrow sides. This imbalance causes a 
secondary azimuthal current on the main axial flow 
whose direction is from the wide side to the narrow side 
of the annulus in the displacing fluid and from the narrow 
side to the wide side in the displaced fluid [10]. 
Since there is no direct access to well annuli, operators 
have to rely on indirect methods when evaluating the 
quality of a cementing job. Cement bond log (CBL) is the 
most popular tool in this case where the degree of zonal 
isolation is inferred from the degree of acoustic coupling 
of the cement to the casing and formation. The log can 
reveal large channels in cement but is not very sensitive 
to minor channels (de-bonding and micro-annuli). 
Moreover, the logging is done after finishing the cement 
job and when the cement has hardened. This means that 
there is no room left for corrective measures if the cement 
job went wrong, except performing remedial cementing 
which requires perforating the casing. Temperature logs, 
which sense the exothermic cement hardening, can also 
be performed after placement to detect the top of annular 
cement. Such logs can, however, not be used to evaluate 
the quality of the cement column, e.g., the presence of 
voids or mud pockets. In the past, radioactive tracers 
were injected together with cement to determine the top 
of the annular cement column, but this method was 
abandoned due to HSE issues.  
The primary objective of this study is to introduce and 
check a new approach for more accurate and detailed 
tracking of the interface between mud and cement by 
using particles. The particles can enable us to know the 
precise location of the interface between two fluids and 
be sure about displacement efficiency in the annulus. 
This includes the introduction of intermediately buoyant 
particles that reside at the interfaces between successive 
fluids in a well (e.g., cement-spacer or spacer-mud). The 
tracing can happen using radioactive or electromagnetic 
tracer devices. This use of particles for tracking the 
interface between fluids in annular displacement flow 
was studied previously by Frigaard and Maleki by 
solving the Hele-Shaw model equations and placing the 
particles in the model. The important active forces in this 
situation are the drag force and gravity force corrected by 
the effect of buoyancy. The difference between the 
wide/narrow side far-field velocity and the mean velocity 
is a measure of the secondary flow near the interface. 
Such particles must overcome strong secondary flows in 
order to travel with the interface. Frigaard and Maleki 
introduced a dimensionless number by involving fluids 
and particles properties (Bu = ρ − ρ gd μw⁄  ) and 
defined a minimum value of 18 for this number for 
particle selection to be sure that the particles can reach 
and travel with the interface. In this equation, dp is the 
particle diameter, μ is the fluid viscosity, w  is the mean 
speed of the interface between two fluids that advance 

steadily along the annulus, and ρ1 and ρ2 are densities of 
displaced and displacing fluids [11 and 12].  
This study consists of two sections. After describing the 
experimental set-up and the used fluids in the 
experiments, the results of several flow displacement 
tests are described. The main purpose of this section is to 
study the behavior of the interface between two fluids in 
the flow displacement tests with different pairs of 
Newtonian/non-Newtonian fluids and different flow 
rates. In the next section, results of the additional flow 
displacement tests are reviewed where particles are 
released at the interface between two fluids, and the goal 
of this section is to study the behavior and motion of the 
particles in between of the two fluids during 
displacement flow with different specified flow rates.  
 
2. Experimental Description 

2.1 Experimental Set-up and procedure 

A picture of the annular experimental set-up is shown in 
Figure 1. The experimental tests were performed in a 110 
cm long transparent plexiglass tubing with an aluminum 
tubing (plexiglass tubing in the concentric model) as the 
inner body. The inner radius of the outer tubing (ro) and 
the outer radius of the inner tubing (ri) are 5.5 and 3.5 cm, 
respectively. The aspect ratio of circumferential and 
radial length scales (δ) is defined by δ =(r − r ) π(r + r )⁄  that is 0.071 in this geometry. The 
field range for δ is typically in the range of 0.01-0.1 [9]. 
The scaled length of the model is 7.78 by considering the 
length scale (L) of 14.14 cm (L = 0.5π(r + r )). The 
distance between the centers of the inner and outer 
tubings (d) in the eccentric models is 8 mm that 
corresponds to an eccentricity of 0.4. Our experiments 
were conducted at two inclinations; ϴ= 0o (vertical) and 
ϴ= 10o (inclined toward the narrow side).  
The flow rate during the tests is controlled. Two pumps 
are required for the flow of displacing and displaced 
fluids. A centrifugal pump is used for the displacement 
of the displaced fluid. For the displacing fluid, we use a 
centrifugal pump as well, and a variable frequency drive 
controls the flow rate. A Heinriches magnetic flow meter 
with the output signal of 4-20 mA corresponding to 0-
150 l/min is used to measure the flow rate. Moreover, 
eight conductivity probes have been installed at the two 
levels of the model for tracking the conductivity of the 
fluids in contact. Our previous studies show that there is 
not any consistency between our qualitative visualization 
in the flow displacement tests and the recorded 
conductivity changes by the probes and a plausible 
explanation was that displaced fluids bonds to the probes, 
and it prevents contact between the probes and the 
conductive displacing fluid. [13]. So we will not consider 
the readings by the conductivity probes in this study.  
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Figure 1: The Experimental Annular Set-Up 

 

For performing the tests and at the beginning, the annulus 
is filled by a displaced fluid, and this fluid is displaced by 
a displacing fluid from the bottom and with a specified 
flow rate. In the cases with particles, the initial displaced 
fluid is displaced by the displacing fluid with a very small 
flow rate in order to have a flat interface between the two 
fluids around 0.2 m above the bottom of the model. 
Afterward, the particles are released below the interface 
from four particle ports, and the displacing fluid with the 
specified flow rate displaces the displaced fluid from the 
bottom. We used Fluorescent Red Polyethylene 
Microspheres from Cospheric with diameters of 27-32um 
and 425-500um and a density of 1.090 g/cc in the tests. 
Images of the displacement process are recorded using a 
Canon EOS 5D Mark IV camera at one-second intervals.  

2.2 Fluid Preparation and Analysis 

In these series of experiments, several pairs of Newtonian 
and non-Newtonian fluids are prepared and used. Water 
and sucrose solution are the used Newtonian fluids, and 
Carbopol-980 solution with different concentrations are 
the used non-Newtonian fluid with shear thinning and 
yield stress behavior. Carbopol is widely used as a 
thickener, stabilizer, and suspending agent. The rheology 
of Carbopol is significantly influenced by the 
concentration and pH of the solution, and the yield stress 
is developed at an intermediate pH on neutralizing with a 
base agent (in our case NaOH). The neutralized solution 
is fairly transparent and has the same density as water (for 
low concentrations). In preparing the Carbopol-980 
solution, we gradually add the Carbopol powder (0.1-
0.15 wt/wt%) to water in a mixing tank. Mixing proceeds 
slowly for a few hours. Since the Carbopol concentration 
in our experiments is not very high, 3-4 hours of mixing 
is enough. When adding NaOH to the Carbopol–water 
solution, we have to decrease the mixing rate and be 
careful not to introduce air bubbles into the gel-like 
solution. Brilliant Cresyl Blue, a cationic dye that is 
stable and water-soluble, is added to the displaced fluids 
for visualization purposes [14]. Rheological 

measurements showed that this dye does not affect the 
rheology of the fluids. NaCl is also added to the 
displacing fluid to be able to measure the fluid 
conductivities.  
Fluid densities and pHs were measured using a DMA-46 
densitometer (Anton Paar) and pH meter pH 1000 L 
(VWR International) respectively. Rheology of fluids 
was tested before each experiment using Anton Paar 
MCR 102 rheometer. The temperature was fixed at 21oC. 
The Carbopol-980 solution rheology data were fitted to a 
Herschel-Bulkley model 𝜏 = 𝜏 + 𝑘𝛾  where τy is yield 
stress, κ is consistency index, and n is a power-law index. 
In order to reset the structure of the polymers between 
samples, all rheology tests were subjected to a pre-shear 
of 2 min with a shear rate of 1100 s-1 in the rheometer 
before data acquisition. After pre-shearing, the stress 
values were recorded by the rheometer for a decreasing 
and increasing ramp of shear rates (to check for possible 
hysteresis) in a logarithmic manner.  
Table 1 presents an overview of the performed tests, and 
Table 2 shows the properties of the used fluids in the 
tests. Subscripts 1 and 2 are representative of displaced 
and displacing fluids, respectively. Figure 2 compares the 
rheology behavior of three different non-Newtonian 
fluids in the tests no. 8 and 11 in a log-log coordinate. 
From this figure, it can be seen that the yield stress of the 
displaced fluid in the test no. 8 is higher than the yield 
stress of the fluids in the test no. 11 and displaced and 
displacing fluids in the test no. 6 have almost the same 
rheology. Figure 3 shows the effective viscosities of 
these fluids and it can be seen that at the range of 
displacement flow rates (shear rates more than 1 s-1), the 
viscosity of the displacing fluid in the test no. 11 is more 
than the viscosity of the displaced fluid in this test, and 
the viscosity of the displaced fluid in the test no. 8 is less 
than the other viscosities in this comparison while its 
yield stress is more than the yield stress of the other ones.  

Table 1: The Description of the Performed Tests 

 
Table 2: Properties of the Fluids Used in the Tests at 21o C 
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Figure 2: Rheological Behavior of the Carbopol-980 
Solutions 

 

 

Figure 3: Viscosity of the Carbopol-980 Solutions 

 
3. Experimental Results and Discussion 

3.1 Displacement Flow Tests 

In this section, the results of several displacement flow 
tests in the eccentric models are described. The tests were 
performed using different pairs of Newtonian and non-
Newtonian fluids with different displacement flow rates 
mentioned in Table 1.  
Figure 4 shows the snapshots of displacement flow in the 
test no. 2, where one Newtonian fluid is displaced with 
another one with higher viscosity and density and with a 
displacement flow rate of 10.09 L/min. From time 0 s that 
is the start of the displacement till time 36 s that is the 
end of displacement, it can be seen that there is a uniform 
and piston-like displacement in this test. While the 
displacing fluid tends to pass through the wide side 
(right-hand side), strong secondary flow from wide side 
to the narrow side in the displacing fluid causes piston-
like displacement and a flat interface between the two 
fluids. In fact, secondary flow helps for more efficient 
and piston-like displacement in this case. Figures 5 and 6 
represent snapshots of displacement flows in tests no. 9 
and 10 where a non-Newtonian fluid with a lower 
viscosity displaces another non-Newtonian fluid with a 
higher viscosity and the same density. Model inclinations 
in the tests no. 9 and 10 are 0 and 10 degrees respectively, 
and the displacement flow rates in both cases are almost 
the same (7.93 L/min and 7.47 L/min in test no. 9 and 10 
respectively). In both cases, a non-stable displacement is 
achieved, and the interface between the two fluids is not 

piston-like. While the displacing fluid advances toward 
the wide side of the annulus and reaches to the top of the 
model within 21 s, displaced fluid in the narrow side does 
not move. This can be due to a weak secondary flow in 
the model because of the high viscosity of the fluids and 
also viscous fingering due to the unstable displacement 
and displacing of a higher viscous fluid with a lower 
viscous fluid. Figure 7 shows the snapshots of 
displacement flow in the test no. 11 where both displaced 
and displacing fluids have almost the same viscosities 
(refer to Figure 3) and densities. While the yield stress of 
the displaced fluid (0.45 Pa) is higher than the yield stress 
of the displacing fluid (0.35 Pa), other rheological 
parameters cause the viscosity of the displacing fluid to 
become a bit higher than the viscosity of the displaced 
fluid in the range of the flow rate in the test. Also, the 
small flow rate of 4.36 L/min in the test decreases the 
chance of viscous fingering. Again, we see significant 
displacement from the wide side and a little movement of 
displaced fluid from the narrow side. The weak 
secondary flow in this test is the main reason for the un-
stable displacement and the non-flat interface. Figure 8 
shows the snapshots of displacement flow in the test no. 
12, where a non-Newtonian fluid is displaced with a 
Newtonian fluid with higher density and lower viscosity. 
The displacement flow rate is 16.6 L/min and again we 
can see from the snapshots that due to a weak secondary 
flow (because of high viscosity in the displaced fluid) and 
probably viscous fingering (due to high flow rate and 
displacing of a high viscous fluid with low viscous fluid), 
the displacement is not stable and the interface between 
the two fluids is not flat.  

 

t= 0 s t= 7 s t= 14 s t= 22 s t= 29 s t= 36 s 

      
Figure 4: Snapshots of Displacement Flow in Test no. 2 
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t= 0 s t= 4 s t= 8 s t= 13 s t= 17 s t= 21 s 

      
Figure 5: Snapshots of Displacement Flow in Test no. 9 

 

t= 0 s t= 5 s t= 9 s t= 14 s t= 18 s t= 23 s 

      
Figure 6: Snapshots of Displacement Flow in Test no. 10 

 

 

 

 

 

t= 0 s t= 13 s t= 26 s t= 40 s t= 52 s t= 65 s 

      
Figure 7: Snapshots of Displacement Flow in Test no. 11 

 

t= 0 s t= 3 s t= 7 s t= 10 s t= 14 s t= 17 s 

      
Figure 8: Snapshots of Displacement Flow in Test no. 12 
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3.2 Particle Behaviors in Displacement Flow Tests 

In these sets of the tests, the main objective is the study 
of the behavior and motions of particles for tracking of 
the interface in the models with different pairs of fluids. 
In each test, a fixed amount of particles is released from 
each four particle ports on the wall of the annulus and 
below the interface between the displaced and displacing 
fluids. After a few minutes, the particles distribute 
uniformly below the surface, and we observe uniform 
dispersion of the particles from the narrow side to the 
wide side of the annulus at the time of 0 s. Then the flow 
starts with a specified value, and the behavior of these 
particles on the interface of the displaced and displacing 
fluids is observed.  

3.2.1. Concentric Model 

Figure 9 shows the snapshots of displacement flow in the 
vertical concentric model in the test no. 1 where a 
Newtonian fluid with a higher viscosity and density 
displaces another Newtonian fluid with lower density and 
viscosity with a displacement flow rate of 6.33 L/min. 
This displacement scheme causes no viscous fingering 
that is obvious in the snapshots also. So due to the lack 
of eccentricity and viscous fingering we can see piston-
like and stable displacement. The released particles with 
a diameter of 425-500 um also follow the interface and it 
can be seen that the particles have the capability of 
tracking the interface in the lack of existence of 
secondary flow in this concentric model.  

 

t= 0 s t= 21 s t= 42 s t= 63 s t= 84 s t= 103 s 

      
Figure 9: Snapshots of Displacement Flow in Test no.  1 

 

3.2.2. Eccentric Models 

Figure 10 shows snapshots of flow displacement by two 
Newtonian fluids in a vertical model in the test no. 3 from 
the start till the end of the process at the time of 31 s. It 
can be seen after the start of the flow with a flow rate of 
9.98 L/min, the interface between the two fluids is almost 
flat, and we can see a piston-like displacement flow. 
Displacement flow is stable because the displacing fluid 
has higher density and viscosity than the displaced fluid, 
and there is no occurrence of viscous fingering. 
Moreover, the uniform piston-like displacement in this 
eccentric model confirms the high effect of secondary 
flow from the wide side to the narrow side in the 
displacing fluid and from the narrow side to the wide side 
in the displaced fluid. If we look at the motions of the red 
particles with a diameter of 425-500 um in the annulus, it 
is observed that after the start of the flow the particles 
move from the narrow side to the wide side and 
accumulate below the interface at the wide side.  In fact, 
the secondary flow affects the particles and causes 
movement of particles from the narrow side to the wide 
side. Figure 11 shows the snapshots of flow displacement 
in the test no. 4 with the same fluids of the test no. 3. The 
only difference is the displacement flow rate that is 
higher in the test no. 4 (16.29 L/min) than the test no. 3. 
The same results are concluded from this test with a 
higher displacement flow rate. The interface between the 
two fluids is almost stable, and the piston-like 
displacement flow confirms the existence and high effect 
of secondary flow. This secondary flow has an effect on 
the released red particles in the model, and they move 
from the narrow side to the wide side and accumulate 
below the interface at the wide side and move upward by 
the interface.  
Figure 12 shows the snapshots of displacement flow in 
the test no. 5 in an eccentric model that is inclined 10o to 
the narrow side. The used displaced and displacing fluids 
are the same as the previous tests, and the flow rate is 
15.05 L/min. In these snapshots, a stable piston-like 
displacement with a flat interface with a 10o dip is 
observed. When we look at the motions of the red 
particles, we can see a difference compared to the first 
two tests. It can be observed that the uniformly dispersed 
particles with a diameter of 425-500 um below the 
interface move by the interface, indicating that they 
overcome the strong secondary flow. In this test, the 
particles track the interface accurately. 

Figure 13 presents snapshots of the displacement flow in 
the test no. 6 in a vertical model and with Newtonian 
fluids like before. Again, we can see stable and piston-
like displacement in this test. The released particle in this 
test have a diameter of 27-32 um, and the particles are not 
observable in the captured images by eye. However, they 
affect the blue color of the displaced fluid and change the 
blue color to purple-blue color. By looking into the 
snapshots from the start till the end of this test, it can be 
seen that the fluid color around he interface is purple-blue 
and it can be stated that these particles are able to track 
the interface and the strong secondary flow around the 
interface has no effect on them.  

Figure 14 shows the snapshots of displacement flow in 
the test no. 7 in the same model by using the same 
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displacing fluid and one non-Newtonian fluid and flow 
rate of 12.81 L/min. In this case, it is observed that 
secondary flow has not any significant effect on 
displacement efficiency due to the higher viscosity of the 
displaced fluid, and the interface between the two fluids 
is not piston-like. By looking into these snapshots at 
different times, it is observed that almost all the red 
particles with a diameter of 425-500 um move from the 
narrow side to the wide side and move by the interface 
toward the top of the model. Figure 15 presents the 
snapshots of the displacement flow in the test no. 8 using 
the same Newtonian displacing fluid and a non-
Newtonian displaced fluid with higher yield stress than 
the displaced fluid in the test no. 7. The displacement 
flow rate is 17.21 L/min that is more than the previous 
tests. From these snapshots, it can be seen that there is no 
uniform and stable displacement in this test due to the 
very weak secondary flow around the interface. 
Moreover, the displacing fluid had lower viscosity and 
higher density than the displaced fluid that cannot 
guarantee a stable displacement. Also, the high flow rate 
increases the chance of viscous fingering. All of these 
phenomena cause non-piston like displacement. Also, the 
high yield stress of the displaced fluid and lower 
viscosity of the displacing fluid causes bypassing of the 
displaced fluid by the displacing fluid. The released 
particles with a diameter of 425-500 um are under 
different forces, and they do not follow the interface in 
this test.  

 
t= 0 s t= 6 s t= 12 s t= 19 s t= 25 s t=31 s 

      
Figure 10: Snapshots of Displacement Flow in Test no. 3 

 

 

 

 

 

t= 0 s t= 4 s t= 8 s t= 12 s t= 16 s t=19 s 

      
Figure 11: Snapshots of Displacement Flow in Test no. 4 

 
 
t= 0 s t= 6 s t= 8 s t= 12 s t= 16 s t= 20 s 

      
Figure 12: Snapshots of Displacement Flow in Test no.  5 
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t= 0 s t= 4 s t= 8 s t=12 s t= 16 s t=20 s 

      
Figure 13: Snapshots of Displacement Flow in the Test no. 6 

 
 
t= 0 s t= 2 s t= 5 s t= 9 s t= 13 s t=16 s 

      
Figure 14: Snapshots of Displacement Flow in Test no. 7 

 
 
 
 
 

t= 0 s t= 3 s t= 6 s t= 8 s t= 11 s t=14 s 

      
Figure 15: Snapshots of Displacement Flow in Test no. 8 

 
 
Conclusions 
Drag force and gravity force corrected by the effect of 
buoyancy are the active forces in particle motions in the 
tracking of the interface between two fluids in 
displacement flows. The experimentally performed 
annulus displacement flow in the concentric and 
eccentric models using Newtonian and non-Newtonian 
fluids confirm that: 
1- Viscous fingering and secondary flow are two crucial 
displacement mechanisms that affect the efficiency and 
stability of displacement in annulus models.     
2- Particles with a diameter range of 425-500 um are able 
to track the interface between fluids in the concentric 
model.  
3- Particles with a diameter range of 425-500 um are not 
able to overcome strong secondary flows in the vertical 
eccentric models and particles move from the narrow side 
to the wide side and travel upward by the interface. In the 
models with a small inclination to the narrow side and 
when the displacing and displaced fluids have Newtonian 
behavior, the released particle below the interface resides 
on the interface, and they can track the interface until the 
end of the process appropriately.  
4- Particle with a diameter range of 27-32 um has enough 
potential to overcome the secondary flow in a model 
where both displacing and displaced fluids have 
Newtonian behavior and the displacement is stable and 
the interface is flat.  
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Abstract 
The technical feasibility of electrifying the calcination process in a precalciner cement kiln system was assessed by 
studying different electrification concepts. Resistance-based heating was selected as it requires no CO2 recycling, has 
a high electricity-to-heat efficiency and has no major safety concerns. Resistance-based heating may be implemented 
in different types of calcination reactors. In this study, a rotary calciner was selected because the material flow can be 
readily controlled, it appears to be technically feasible to implement heating elements with a sufficiently high surface 
temperature to perform calcination, and rotary kilns are already in use in the cement industry, hence can be regarded 
as well-known technology. It is possible to integrate the electrified calciner with an existing cement kiln system in 
such a way that minimum disturbance of the production process is obtained. Hence, no negative impacts on the 
process, product quality or emissions are expected. The required electrical energy input for calcination in a kiln system 
producing 1 Mt of clinker per year, is about 85 MW. An early-phase cost estimate was conducted resulting in total 
annualized costs of 67 € per ton of CO2 avoided. The net avoided CO2 emission was 72 % (using a CO2 footprint of 
47 g/kWh for electrical energy). The described CO2 capture concept was technically and economically compared with 
amine-based absorption of CO2 from the preheater exhaust gas. Two amine-based cases were calculated, one using 
electrical energy as the source of solvent regeneration (85 % net CO2 reduction) and another one using only available 
waste heat as the energy source (48 % net CO2 reduction). The annualized costs of these two cases were 75 and 40 € 
per ton of CO2 avoided, respectively. Hence, in cement plants where large amounts of waste heat are available, amine-
based absorption appears to be the least expensive option for reduction in CO2 emissions. However, in systems with 
no such waste heat available, electrified calcination, for example in the form of electrified rotary calciners, may be a 
competitive alternative to post-combustion capture technology.  

Keywords: CO2 capture, Calcination, Electrification, Clinker production 
 

1. INTRODUCTION 
Today, cement clinker is produced by combustion of 
fuels. There are two main sources of CO2 in the process: 
Calcination (decarbonation) of the limestone-based raw 
materials (CaCO3  CaO + CO2), accounting for about 
65 % of the CO2 emissions, and fuel combustion, 
accounting for about 35 %. In a modern kiln system, there 
are two combustion zones; the calciner, where the 
decarbonation occurs at approximately 900 °C, and the 
rotary kiln, where clinker minerals are formed at material 
temperatures around 1400 °C. About 60 % of the fuel 
energy is fed to the calciner, whereas the remaining 40 % 
is fed to the rotary kiln.  
The thermal energy requirement is relatively high, so a 
medium size cement plant may typically have CO2 
emissions around 1 Mt per year. And as there are 
thousands of cement plants in the world, and the 
production is increasing, the CO2 emissions from the 
cement industry (including CO2 from calcination and fuel 
combustion) likely constitute around 8 % of the global 
man-made emissions [1]. 
In a green future, when renewable energy sources have 
replaced most of the fossil energy, industrial production 
processes such as cement clinker production will largely 

have to be run by electricity instead of fuel combustion. 
With that in mind, the purpose of the current study was 
to: 
 investigate the technical feasibility of electrifying 

part of the cement kiln process 
 suggest a promising technical solution for combined 

electrification and CO2 capture 
 determine the impact on the clinker production 

process 
 perform an early-phase estimate of the CO2-specific 

costs of implementing the selected concept 
 compare the results with those from implementing 

post-combustion amine absorption technology, which 
is the most mature method for achieving significant 
reductions in CO2 emissions today 

 
2. ELECTRIFICATION OF THE KILN PROCESS 
Figure 1 shows different alternatives for combined 
electrification and CO2 capture. The length of each area 
in the figure reflects the approximate CO2 emission 
contribution.  The reference case (Alt 0) shows the CO2 
emission contributions from a regular kiln system, with 

- 101 -



Combined calcination and CO2 capture in cement clinker production by use of electrical energy 

combustion in the precalciner (dark red) and rotary kiln 
(light red) as well as pre-calcination in the calciner (dark 
grey) and post-calcination (light grey) in the rotary kiln.  
Pure electrification without any CO2 capture (Alt 1 and 
3) will only eliminate the fuel related CO2 emissions. But 
if the electrification is combined with capture of the CO2 
(Alt 2, 4, 5 and 6), more significant reduction levels may 
be achieved. 
 

 
Figure 1: Different ways of reducing CO2 emissions using CO2-
neutral (“green”) electrical heating in combination with CO2 
capture. 

 
By replacing the fuel combustion with electrical energy 
as the energy source for calcination in the calciner, two 
simultaneous effects are obtained:  
i) The CO2 formation from the calciner fuel 

combustion is eliminated, which reduces the total 
CO2 formation from the clinker production process. 

ii) The exhaust gas from the calciner is (almost) pure 
CO2, meaning that this gas can be routed directly to 
a CO2 processing unit without the need for a CO2 
separation plant. 

Applying electrification and CO2 capture to the calciner 
only (i.e. not to the rotary kiln), corresponding to Alt 2 in 
Figure 1, is attractive because of the following reasons: 
 A relatively high reduction rate (in the order of 70 %) 

may be  achieved.  
 It is sufficient to supply heat to a zone of ~900 °C; the 

very high temperature required in the rotary kiln does 
not have to be considered. 

 Only one of the main equipment units in the kiln 
system (the calciner) needs to be modified. 

2.1 Reference kiln system 

A regular cement kiln system is illustrated in Figure 2. 
The raw meal enters at the top of the preheaters, where it 
is heated to about 700 °C by hot gases coming from the 
calciner. In the calciner, most of the preheated meal is 
calcined at ~900 °C by direct contact with hot gases 
generated by fuel combustion in the calciner. In the rotary 
kiln the precalcined meal is first completely calcined, 
then heated further until partial melt phase and clinker 
minerals are formed at a temperature of 1400-1450 °C. 
This rotary kiln heating process also requires fuel 
combustion. Finally, the clinker is cooled by ambient air 
in the clinker cooler.  
A large fraction of the air heated in the cooler is used as 
combustion air in the rotary kiln (“secondary air”) and in 

the calciner (“tertiary air”), hence recuperating a 
significant part of the heat. Some low-temperature heat 
(at about 200 °C) is, however, lost to the surroundings 
(“cooler vent air”). The hot exhaust gas from the kiln 
mixes with the calciner gas, hence contributing with 
some of the energy required for precalcination. Some fuel 
conveying air and/or cooling air (“primary air”) is 
supplied in both the rotary kiln and the calciner, and there 
may be some air inleakage (“false air”) in the rotary kiln, 
calciner and preheater tower.  
This system, applying pulverized coal as the fuel in both 
the rotary kiln and the calciner, is used as the reference 
process in the current study. 
  

 
Figure 2: A regular cement kiln system with two preheater 
strings. 

2.2 Kiln system with electrified calciner 

A conceptual implementation of calciner electrification 
combined with CO2 capture is shown in Figure 3. All 
calciner fuel is now replaced by heat provided indirectly 
from electrical energy. The tertiary air is no longer 
needed in (nor allowed to flow into) the calciner. Instead, 
its sensible heat is utilized in the preheater. The hot rotary 
kiln exit gas bypasses the calciner, i.e. it is routed to the 
preheater, where its sensible heat can be utilized. This 
means that the only major gas component in the exit gas 
stream from the calciner is the CO2 from the 
decarbonation.  

 
Figure 3: Cement kiln system with two preheater strings 
equipped with an electrified calciner. (Red-colored units are 
new/modified, whereas existing units are blue/black.) 
A gas-to-gas heat exchanger (“CO2 HEX”) is installed to 
utilize the heat in the hot CO2 exiting from the calciner. 
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A fan (not shown in Figure 3) placed downstream of the 
CO2 HEX pulls the CO2 out of the calciner and through 
the heat exchanger. A fan is also needed to blow the 
cooler air from the cooler, via the CO2 HEX, to the 
preheater tower. 

2.3 Calciner electrification concepts 

Different electrical heat transfer concepts were 
considered in the study. One may distinguish between 
different electricity-based energy transfer concepts in the 
way the energy is transferred to the meal, see Table 1. A 
few concepts may involve direct transfer of electrical 
energy to the meal in one step (“direct transfer”), but 
most concepts involve typically two or three transfer 
steps, i.e. an overall “indirect transfer” process. 
 
Table 1: Potential electricity-based energy transfer concepts. 

 
a Sonification medium needed, b Direct induction heating of the raw 
meal; c Induction heating of a solid material used as an intermediate 
heating medium.  
 
Different types of radiation/waves may be possible to 
utilize in direct transfer of energy to the meal. In such 
radiation/wave-based methods, no heat transfer medium 
is required, which may be a big advantage as only one 
(direct) energy transfer process is required. If such a 
scheme is possible, then the calciner exit gas will be only 
the CO2 from the decarbonation. As no heat medium is 
required, there is no need for CO2 recycling. This 
category includes microwaves and electromagnetic 
(direct) induction. 
Another possibility is to use a gas, i.e. recycled CO2, as a 
heat medium. The gas is heated by electricity and the 
sensible heat in the hot gas is then transferred to the meal. 
The heating of the medium may take place by plasma 
generation or by resistance-based heating. In both cases, 
recycled CO2 is heated to a (very) high temperature and 
will subsequently transfer heat to the meal by radiation 
and convection. 
A gas may also act as a medium for transferring 
mechanical energy in the form of pressure waves. This is 
the ultrasound transfer mechanism. 

Instead of using a gas as a heat medium, it may be 
possible to use a solid. In such cases, the solid will be 
heated by electricity, and then the meal is brought into 
contact with the hot solid. This may or may not require 
motion of the solid heat medium, depending on the 
concept. The solid medium may be heated by induction 
or by resistance heating. In both cases, the solid must be 
electrically conducting. The heat transfer will be a 
combination of direct contact (conduction) and radiation 
heat transfer. 
An even more complex energy transfer concept would be 
to introduce still one more medium, i.e. a gas (recycled 
CO2) which is heated by the hot solid. The heated gas is 
next used to calcine the meal. The same electrical heating 
concepts could be applied as in the previous category, i.e. 
induction heating or resistance-based heating. The solid 
heat medium could be the walls in a heat exchanger or 
possibly internals inside a vessel. 
Finally, electricity could be used to electrolyse water to 
form hydrogen and oxygen. Hydrogen is combusted, 
generating heat required for calcination, which takes 
place by direct contact between the meal and the hot 
steam generated in the combustion process. This may 
require a recycle stream to control the temperature and 
the combustion properties of the burnable gas. Even 
though this concept involves combustion, and in that 
respect is quite similar to the regular calcination process, 
it is still different in the sense that electricity is the energy 
source and no CO2 is generated. 
The concepts listed in Table 1 are described in some more 
detail below. 

2.3.1 Microwave heating 

It is possible to perform calcination of CaCO3 by 
radiation from a microwave source [2, 3], usually called 
a magnetron. General descriptions of different 
technologies are available for example in a paper from 
the company Ceralink [4] and in a book from Intech [5]. 
The company Microwave Research and Applications Inc. 
can deliver technology and equipment for microwave 
calcination [6]. Another company involved in 
development of microwave calcination is C-Tech Inc. 
[7]. 
The main advantage of the concept is that it applies direct 
transfer of energy (in the form of electromagnetic waves) 
to the meal. Hence, the relatively high heat transfer 
resistance found in systems with indirect heat transfer 
may be avoided. Furthermore, due to the nature of the 
energy form, it is expected that the energy input can be 
adjusted quickly, giving efficient process temperature 
control. The paper from Ceralink [4] claims that 
microwave technology needs less energy consumption 
than conventional heating. In the documentation from C-
Tech Inc. [7] it is claimed that a combination of 
traditional heating with convection or radiation and 
microwave heating is advantageous. One paper [8] 
describes the calcination of mega-crystalline calcite at 
950°C and compares a microwave oven with an electric 
furnace. The authors claim that a microwave oven gives 
faster calcination.  
A review article from Buttress et al. [9] gives a critical 
review of the potential of microwave processing in the 
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cement industry. The paper indicates a large energy 
consumption of the microwave technology, likely related 
to energy losses. This may in turn be related to CaCO3 
not exhibiting good properties for absorption and 
transformation of microwave energy into heat. Moreover, 
there may be safety concerns for personnel operating the 
system. Besides, superheating of materials might be a 
challenge. The goal is to heat the materials to about 
900°C, but it is possible that local hot spots could occur, 
and that the minerals in the raw meal in such hot spots 
start to decompose or melt. 

2.3.2 Plasma heating 

Plasma is considered to be the fourth aggregate state. 
However, a gas is required for generation of plasma. This 
gas is commonly referred to as plasma gas. In a plasma, 
many of the particles are charged, i.e. electrons, protons, 
and ions. The ratio between electrically charged and 
neutral particles indicates the degree of ionisation of the 
plasma. In a plasma, forces will be generated between the 
electrically charged particles, and this will affect the 
organisation and movement of the particles. The plasma 
will be able to conduct electricity, and both influence and 
be influenced by electromagnetic fields. This allows for 
manipulation of the plasma externally using electric and 
magnetic fields [10, 11]. 
One of the uses for plasma is heat generation for 
industrial processes. When plasma is formed through 
interaction between a gas and an electric arc, the gas 
becomes ionised and consequently both thermally and 
electrically conductive. This enables the transfer of 
energy from the arc to the process gas and then to the 
process or furnace [12]. Such an installation is often 
called a plasma torch.  
According to Westermoen [13], further expansion of 
plasma technology in industry is dependent on improving 
the characteristics of plasma torches and electric arc 
reactors. The main factors to consider are increased 
operating life of electrodes (currently relatively short due 
to the high thermal stress) to several hundreds and further 
to thousands of hours, increased thermal efficiency, 
working gases of different chemical composition, and 
increased yield of product.  
According to Zhukov and Zasypkin [14], multi-jet 
plasma chemical reactors with mixing chamber are 
widely used for waste treatment and production of 
ultrafine powders. Nyrstar Høyanger operates a high 
temperature plasma furnace for metal processing [15] 
and claim that thermal plasma torches could be an 
alternative to conventional fossil fuel burners in the 
industry to provide heat in a process.  
Advantages include lower operating cost, lower gas 
volumes, reduced need for flue gas cleaning, and lower 
greenhouse gas emissions (assuming renewable sources 
for electricity generation). A relatively high thermal 
efficiency can be achieved [12, 14]. According to Jensen 
[16], a 3 MW rotating plasma furnace achieved 90% 
overall heat efficiency in laboratory testing. Moreover, 
the response time is short, with good process control and 
temperature regulation [12, 16]. It has been confirmed 
experimentally in the CemZero project [17] that CO2 can 
be used as a plasma gas. 

As mentioned above, a disadvantage of the plasma 
technology is a relatively short operating life for the 
electrodes (reportedly 600–1000 hours [12]). Besides, 
water cooling is required, giving some energy loss, and 
unwanted reactions may potentially occur in the high 
temperature arc [13]. 

2.3.3 Electrical resistance heating 

A metal surface can be heated by resistance heating (also 
called ohmic heating or Joule heating) and in turn transfer 
heat i) to a gas by convection (and the gas will in turn 
heat and calcine the meal through convection), ii) directly 
to the meal by radiation through the gas medium (CO2) 
or iii) directly to the meal by conduction, provided that 
the meal is brought into direct contact with the hot 
surface. 
Calcination via heat transfer from heating elements is 
well known from lab-scale muffle furnaces used in the 
cement industry, typically operating up to 1100°C. But in 
such cases, only a small amount of material is calcined, 
and the material is not moving. 
In an industrial application, the material has to flow 
through the calciner while being decarbonated. One may 
implement this in different types of calcination reactors, 
such as a drop tube [17, 18], a fluidized bed [19] or a 
rotary kiln [20]. For the concept to work, one has to use 
heating element materials that are suitable for use at 
sufficiently high temperature and that can withstand the 
impacts from the flowing meal.  

2.3.4 Ultrasound heating 

Ultrasound is a form of vibrational energy (more than 
18000 cycles/s) that is propagated as a mechanical wave 
by the motion of particles within the medium. The 
wavelengths of ultrasound are in the order of millimetres 
[21]. Ultrasound does not involve molecular level 
vibration, such as the heat generation in metals due to 
induction energy or microwaves. The wave causes 
compressions and rarefactions of the medium, thus 
propagating a pressure wave along with the mechanical 
movement of the particles in the medium. 
Apparently, ultrasound has never been used in high-
temperature applications or for heating purposes and has 
not been tested widely. It has mainly been used at small-
scale for low-temperature heating, e.g. drying food [22]. 
A disadvantage of ultrasound is that using a gas as the 
sonication medium is inefficient as the heat transfer is 
low [23]. This is a big disadvantage of the method and 
suggests that the method is not suitable. The method 
could also create local hot spots. Furthermore, the 
absorption of ultrasound energy into porous solids is 
high, and reflection back to the sonication media may 
lead to high energy losses as it is not absorbed by the 
solids. 

2.3.5 Induction heating 

In induction heating, an electrically conducting object is 
heated through electromagnetic induction. An electronic 
oscillator passes a high-frequency alternating current 
through an electromagnet. A rapidly alternating magnetic 
field will then penetrate the object to be heated and 
generate eddy currents inside the conductor, and these 
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currents heat the material by Joule heating [24]. Joule 
heating is the same as resistance heating, which has 
already been described above. Hence, the difference 
between induction heating and electrical resistance 
heating in this study is mainly the way the electrical 
energy is transferred. 
Induction heating, which is known as an efficient way to 
reach local high temperatures fast, is applied for example 
in induction welding [25] and in induction furnaces [26] 
used for melting different types of metals. 
To use induction, the object to be heated must be 
electrically conducting. And if the object is also made of 
a magnetic material, such as steel, the induction heating 
process is more efficient. 
As indicated in Table 1, one may envision one of the 
following energy transfer concepts: i) direct induction 
heating of the meal, ii) induction heating of a solid, which 
in turn will heat and calcine the meal through radiation or 
conduction and iii) induction heating of a solid, which in 
turn will heat a gas, which in turn will be brought into 
direct contact with the meal so that it is heated and 
calcined. 
Direct heating of the meal using induction (point i above) 
appears to be not viable as the meal has a poor electrical 
conductivity and is also non-magnetic. The next two 
options (point ii and iii), both involving induction heating 
of a solid, could be possible if the solid is made of steel, 
which is electrically conducting and ferromagnetic. 
Induction heating of granular media, which are 
subsequently heating a fluid, is a method described in a 
technical book published for designers, manufacturers 
and users of industrial equipment involving induction 
[27]. One may envision a packed bed of meal containing 
metallic susceptors disseminated in the meal bed. The 
susceptors would then be heated by induction and 
transfer heat to the meal by conduction. Such a process 
has been tested on preparation of activated carbon. 
However, it seems to be a challenge obtaining a 
homogeneous temperature distribution in such a system 
[27].  
A disadvantage of the indirect heating via a hot gas is that 
a very high gas flow rate is required, contributing to heat 
losses in the system. Moreover, the induction heating 
equipment must be cooled, meaning that there may be 
significant energy losses from an induction system, 
reducing the efficiency of the calcination process. 

2.3.5 Electrolysis of water followed by hydrogen 
combustion in oxygen 

The main idea of this concept is to keep a direct 
combustion process in the calciner, but avoid CO2 
formation by combusting hydrogen. This has the big 
advantage that direct heat transfer between the 
combustion products and the meal is maintained, and no 
additional heat transfer surfaces are required. Instead, the 
electrical energy is spent on dissociating liquid water into 
hydrogen gas and oxygen gas. This mixture is 
subsequently combusted in the calciner. To control the 
temperature in the process and to prevent explosions, the 
mixture of H2 and O2 may be mixed with recycled CO2. 

There are several different water electrolysis cell 
technologies, the three main ones being Alkaline 
Electrolysis Cells (AEC), Proton Exchange Membrane 
Electrolysis Cell (PEMEC), and Solid Electrolysis Cells 
(SOEC). Ogawa et al. [28] and Schmidt et al. [29] 
provide a review of the current trends and merging 
technologies, and an expert elicitation study on future 
cost and performance, respectively. In addition, Schmidt 
et al. [29] gives an overview of the main characteristics 
of the three technologies; operational, input and output 
parameters, lifetime, and investment cost. 

2.3.6 Selection of heat transfer concept 

The resistance-based heating concept was selected for the 
following reasons: 
 It requires no (or very little) CO2 recycling, hence 

losses related to waste heat from a hot CO2 stream can 
be minimized. 

 It has a high efficiency, i.e. low losses related to 
conversion of electrical energy into thermal energy. 

 It is a relatively simple and well-proven heat transfer 
technology, hence the costs are likely to be low 
compared to more sophisticated concepts. 

 There are no major safety concerns. 

2.4 Rotary calciner with resistance-based heating 

As explained above, there are different ways to 
implement the resistance-based heating concept. In this 
study, a rotary kiln was selected as the reactor type. There 
are several reasons for that: 
 The meal flow and its residence time in the calciner 

can be readily controlled in a rotary calciner. 
 It appears to be technically feasible to implement 

heating elements with a sufficiently high surface 
temperature to perform the heating and calcination of 
the raw materials. 

 Rotary kilns are already in use in the cement industry 
and can be regarded as well-known technology. 

 
Figure 4: Suggested rotary calciner design (a, with 1: protective 
layer, 2: heating elements, 3: refractory and 4: steel shell) and 
arrangement of the heating elements (b). 
 
A potential implementation of the heating system is 
shown in Figure 4. The rotating cylinder is equipped with 
a slip ring for transfer of electrical energy to the heating 
elements. The elements are covered by a thin protective 
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layer on the inside (exposed to the hot meal flowing 
through the rotary calciner). Outside the heating elements 
there is a refractory layer to minimize the heat loss to the 
surroundings. The cylinder itself is made of carbon steel, 
similar to a regular clinker kiln. 
 
3. MODELLING OF THE MODIFIED SYSTEM 
The electrified calciner is integrated with an existing 
cement kiln system in such a way that minimum 
disturbance of the production process is obtained, i.e. the 
material streams (gases and solids) in the preheater, 
rotary kiln and cooler are kept close to the flow rates in 
the regular system (cf. Figure 1). 

3.1 Mass and energy balance  

A mass and energy balance for steady state conditions 
was conducted, so that relevant temperatures, flow rates 
and duties in the modified system (cf. Figure 2) could be 
calculated and compared with the values in the regular 
system (cf. Figure 1). A set of altogether 176 equations 
(not shown here) constitutes the mass and energy balance 
for the kiln system. 

3.2 Design basis 

The design basis values are summarized in Table 2. The 
values are selected to cover typical process conditions in 
a modern precalciner cement kiln system producing 1 Mt 
of clinker per year. 

3.3 Calculation results 

Selected calculation results for both systems are shown 
in Table 3. The calciner exit gas flow rate is reduced from 
270 to 67 t/h because the calciner fuel, the tertiary air and 
the kiln gas streams are no longer entering the calciner 
(cf. Figure 3). However, the preheater exit gas is only 
slightly reduced (from 316 to 306 t/h) because the kiln 
gas, the tertiary air and some of the vent air from the 
cooler has been routed to the preheater tower. Hence, the 
vent air is reduced from 177 to 106 t/h. Moreover, the 
preheater exit gas is only slightly reduced (from 446 to 
399 °C), and this is also the case for the preheated meal 
temperature (from 700 to 658 °C). This ensures minimal 
impact on the kiln process and means that no 
modification of the preheater tower, rotary kiln or cooler 
is required. 
The net CO2 emissions from the kiln system is reduced 
from 114 to 32 t/h. This is due to the elimination of 
calciner fuel CO2 generation and the capture of the CO2 
from the precalcination process. The only extra CO2 
contribution from the electrifed calciner system is 
coming from the electricity generation. A CO2 footprint 
of 47 g/kWh (corresponding to the Norwegian energy 
mix in the period 2011-2015) [30] has been assumed for 
the electrical energy. 
The net CO2 emission reduction in the electrified calciner 
case is 72 % when compared to the regular coal-fired 
plant. 
 

Table 2: Design basis values. 

 
 

3.4 Impacts on the cement kiln process 

No negative impacts on the process, product quality or 
emissions are expected. This is because the mass flow 
rates and temperature profiles in the system are identicial 
to or kept very close to the values in the regular system. 
There are no changes at all in the cooler or in the rotary 
kiln and only minor changes in the preheater tower. The 
calciner is of course different in many respects, but the 
meal exiting the calciner has the same temperature and 
degree of calcination as in the regular system. 
One may expect somewhat lower emissions of 
combustion related components, such as CO and VOC, 
as there is no longer any combustion going on in the 
calciner. This is a potential positive side-effect of the new 
system.  
The following modifications to the system are required: 
 a new calciner, equipped with an electrically driven 

heating system 
 a new electrical power supply system of ~85 MW 
 a new CO2/air heat exchanger (HEX) 
 a new CO2 processing system 
 a new gas duct from the kiln inlet to the preheater 

tower 

Parameter Unit
Regular 
system

System 
with el-
calciner

Clinker production t/y 1 000 000 1 000 000
Operation time h/y 7 315 7 315
Specific thermal energy cons. MJ/kg_cli 3.40 Calculated
Calciner CO2 capture rate - 0 % 90 %
CO2 footprint of electricity gCO2/kWhel 47 47
Mass fraction of CaCO3 i raw meal kg/kg 0.77 0.77
Cyclone 1 efficiency - 94 % 94 %
Calciner thermal energy fraction - 62 % Calculated
Calcination degree in the calciner - 94 % 94 %
Primary air supply in the rot. kiln - 8 % 8 %
Purged bypass gas - 5 % 5 %
Primary air supply in the calciner - 5 % 5 %
O2 in the rotary kiln exit gas (dry) vol% 3 % 3 %
O2 in the calciner exit gas (dry) vol% 3 % 3 %
Bypass dust ratio kg/kg_cli 0.02 0.02
False air in the rotary kiln kg/kg_cli 0.03 0.03
False air in the calciner kg/kg_cli 0.01 0
Specific clinker cooling air supply Nm³/kg_cli 2.0 2.0
Mass fraction of C in fuel kg/kg 0.722 0.722
Mass fraction of H in fuel kg/kg 0.040 0.040
Mass fraction of O in fuel kg/kg 0.057 0.057
Mass fraction of S in fuel kg/kg 0.012 0.012
Mass fraction of N in fuel kg/kg 0.016 0.016
Mass fraction of moisture in fuel kg/kg 0.018 0.018
Mass fraction of ash in fuel kg/kg 0.135 0.135
Lower heating value of fuel MJ/kg 28.0 28.0
Specific rotary kiln heat loss MJ/kgcli 0.15 0.15
Ambient temperature °C 20 20
Hot clinker temperature °C 1 400 1 400
Minimum temp. diff. in HEX °C NA 100
Calcination temperature °C 900 900
Meal inlet temperature °C 50 50
Calciner fuel inlet temperature °C 30 30
Calciner primary air inlet temp. °C 30 30
El-to-heat efficiency - NA 90 %
Rotary kiln fuel inlet temperature °C 30 30
Rotary kiln primary air inlet temp. °C 30 30
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 a new gas duct for conveying of the air into and out 
of the CO2 HEX 

 re-routing of the tertiary air duct 
 
Table 3: Comparison of selected process values. 

 
 
4. CO2 COMPRESSION 
Downstream of the kiln system, the CO2 is compressed 
to 70 bar and 25 °C. Liquefaction is not included. 
Figure 5 shows the CO2 processing section. 
 

 
Figure 5: CO2 compression plant. 
 
The CO2 entering the compression and liquefaction 
section has been taken as a pure stream. In reality it may 
contain some impurities, such as O2 and N2 from false air 

entering into the calciner along with the the raw meal. 
However, the concentrations are on ppm levels, so have 
not been included in the process calculations. 
 
5. COMPARISON WITH POST-COMBUSTION 
AMINE ABSORPTION CO2 CAPTURE 
When evaluating the electrified calcination and CO2 
capture concept it is compared with CO2 capture by 
amine absorption as this can be considered the most 
mature capture technology today [31].  
A generic amine absorption plant is shown in Figure 6. 
The flue gas entering the absorption plant is the preheater 
gas from the kiln system shown in Figure 2. The CO2 
from the capture plant (“CO2 to compressions” in  
Figure 6) is routed to a CO2 processing plant as shown in 
Figure 5. 
 

 
Figure 6: Amine absorption plant. 
 
Three different scenarios are compared, as shown in 
Table 4. Case 1 can be seen as a "standard" post-
combustion absorption process implemented to obtain 
around 90 % CO2 capture. Such a process requires a 
significant amount of thermal energy for regeneration of 
the solvent (3.7 MJ/kgCO2 in this study). The thermal 
energy can be provided in different ways, for example by 
combustion of fuels (which would give an extra on-site 
CO2 footprint), such as natural gas, but to facilitate 
comparison it has been assumed that this energy is 
provided via an electric boiler. 
In Case 2, an advanced proprietary amine with a lower 
specific solvent regeneration energy (3.0 MJ/kgCO2) is 
applied, and all the energy required for the regeneration 
is provided by waste heat available in the kiln exhaust 
gases (33 MW in this study) and by process integration 
(13 MW in this study) inside the battery limit of the 
capture plant (hence a partial capture case). Such waste 
heat utilization is possible because the solvent 
regeneration occurs at a relatively low temperature 
(~120 °C), which is a big advantage of the amine-
absorption process both when it comes to energy 
consumption and operational costs. However, significant 
amounts of waste heat are only available in some cement 
plants. 
Case 3 is the electrified calciner case, which is also a 
partial capture case because the CO2 from the rotary kiln 
is not captured.  
 

Parameter Unit
Regular 
system

System 
with el-
calciner

Secondary air t/h 61 61
Rotary kiln exit gas t/h 79 79
Tertiary air t/h 114 114
Calciner exit gas t/h 270 67
Preheater inlet gas t/h 270 260
Preheater exit gas t/h 316 306
Air heated in CO2 HEX t/h 0 71
Cooler vent air t/h 177 106
Gross raw meal feed rate t/h 221 223
Net raw meal feed rate t/h 207 210
Gross precalcined meal (w/ ash) t/h 143 143
Clinker production t/h 137 137
CO2 from raw meal decarbonation t/h 70 71
Fuel-gen. CO2 in the rotary kiln t/h 17 17
Fuel-gen. CO2 in the calciner t/h 27 0
CO2 from precalcination t/h 66 67
CO2 from precalcination captured t/h 0 60
CO2 from precalcination emitted t/h 66 7
CO2 from postcalcination t/h 4 4
Net fuel-gen. CO2 in the rotary kiln t/h 17 17
Net fuel-gen. CO2 in the calciner t/h 27 0
CO2 from electricity production t/h 0 4
Net CO2 emissions t/h 114 32
Secondary air temperature °C 881 881
Kiln gas exit temperature °C 1 150 1 150
Tertiary air temperature °C 684 684
Preheater gas inlet temperature °C 900 860
Preheater exit gas temperature °C 446 399
Raw meal exit temp. preheater °C 700 658
Clinker temp. vent air zone °C 97 97
N2 in the PH exit gas vol% 65 % 78 %
CO2 in the PH exit gas vol% 26 % 4 %
H2O in the PH exit gas vol% 3 % 1 %
O2 in the PH exit gas vol% 6 % 17 %
Calciner fuel energy MW 80 0
Calciner el-to-heat energy MW 0 76
Electrical power loss MW 0 8
Rotary kiln fuel energy MW 49 49
Net CO2 emission reduction % 0 % 72 %
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Table 4: Compared CO2 capture cases. 

 
 
The energy consumption in the three cases is shown in 
Figure 7. Both in the standard MEA case and in the 
electrified calciner case, the electricity consumption 
makes the biggest contribution. In the MEA case, this is 
due to the electrical power consumption required for 
providing energy to the reboiler in order to regenerate the 
solvent (cf. Figure 6). 
The advantage of the waste heat scenario is very clear 
from the graph; the electrical energy is almost eliminated 
because all energy required for regeneration of the 
solvent is provided by waste heat. However, as 
mentioned, waste heat is not available in all cement 
plants, at least not to the same extent as in the plant used 
in this study. Several factors impact the waste heat 
availability, such as the fraction of exhaust gas utilized 
for drying the raw materials, the excess air levels in the 
combustion zones and false air inleakage in the preheater 
tower.  
An advantage of the electrified calciner case, however, is 
the significant reduction of fuel energy in the calciner. 
For a coal-fired calciner, this means a significant 
reduction in fuel costs and hence operational costs of the 
cement kiln system. 
 

 
Figure 7: Electrical energy consumption and fuel energy 
savings in the three compared scenarios. 
 
6. COST ESTIMATION 
The new process equipment units in the electrified 
calciner system (cf. Figure 3) and all the required units in 
the CO2 processing system were designed and sized. 
With all components identified and sized, a detailed 
factor estimation method [32] was applied to make a cost 
estimate for the capital expenditure (CAPEX). This 

method normally has an uncertainty of ± 40% (80% 
confidence interval). The equipment costs are for the 
most part calculated using the “Aspen In-Plant Cost 
Estimator” v10. It was assumed that the CO2 capture 
plant built is the nth of a kind (NOAK; i.e. the technology 
is mature), hence the costs reflect that maturity level. 
Further cost input data, including inputs for the 
operational expenditure (OPEX), are given in Table 5. 
The annual costs are calculated based on a utility and 
personnel unit price list, and maintenance cost. It should 
be noted that the electricity cost is set as low as 0.033 
EUR/kWh as the installation of transformers are included 
in the investment cost. The reduced coal consumption in 
the calciner in the el-calciner case is included in the cost 
calculation as a fuel saving. 
 
Table 5: Cost calculation input data. 

 
 
The costs per mass of avoided CO2 are illustrated in 
Figure 8. The advantage of the low electrical energy 
consumption in the waste heat scenario is evident, giving 
a total cost of 40 € per ton of avoided CO2. The electrified 
calciner case is, however, less costly (67 €/tCO2) than the 
amine case operating without waste heat utilization 
(75 €/tCO2). 
 

 
Figure 8: CO2-specific operational costs (OPEX) and capital 
costs (CAPEX) and avoided CO2 emissions. 
 
A sensitivity analysis was also made to investigate the 
impact of changes in the input parameters (which may be 
different in the future). The details are not shown here, 
but the main outcome is that the strong dependence of 
Scenario 1 and 3 on electrical energy make them very 
sensitive to variations in electricity price and CO2 
footprint. 

Parameter Unit Value
Operating hours h/y 7 315
Electricity price EUR/kWh 0.033
Coal price EUR/t 111
Cooling water EUR/m³ 0.02
Personnel (operators) kEUR/y 650
Maintenance (% of CAPEX) % 4
Interest % 7.5
Number of years for depreciation - 25
Contingency % 20
Cost data reference year - 2018

- 108 -



Combined calcination and CO2 capture in cement clinker production by use of electrical energy 

7. CONCLUSIONS 
Calcination based on electric heating appears to be 
possible. Different energy transfer concepts may be 
applied, but heat transfer based on ohmic resistance 
seems to be a good solution when only the calciner is 
considered. It is possible to implement such a system in 
an existing kiln system without any negative impacts on 
the process, emissions or product quality. 
In cement plants where large amounts of waste heat are 
available, amine-based absorption appears to be the least 
expensive option for reduction in CO2 emissions. 
However, in systems with no such waste heat available, 
electrified calcination, for example in the form of 
electrified rotary calciners, may be a competitive 
alternative to post-combustion capture technology. 
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Abstract  

Heat and mass exchange occur concurrently during CO2 capture. Therefore, the application of a combined heat and 
mass exchanger network (CHAMEN) could be a very good option to reduce energy and material consumption 
simultaneously during CO2 capture. In this study, a systematic technique for the synthesis of combined heat and mass 
exchanger networks (CHAMENs) was introduced to concurrently minimize the use of external utilities and mass 
separating agents (MSA) during adsorptive CO2 capture. The method proposed in this study is based on an innovative 
approach that integrates a mathematical programming technique for the heat exchanger networks (HENs) synthesis 
and a sequentially-based composition interval technique for mass exchanger networks (MENs) synthesis with 
regeneration. A combined optimization approach was used to minimize the total annualized cost of the synthesized 
CHAMEN. An example was solved to test the efficacy of the proposed method. The cost of mass separating agents, 
as well as hot and cold utilities which form the total annualized costs (TAC) for the combined heat and mass 
exchangers, was minimized. The total annualized cost (TAC) of the synthesized CHAMEN obtained in this study 
(TAC=$199800/yr) showed significant improvement over the TAC reported in the literature using other synthesis 
techniques. Results obtained in this study confirmed that the integration of a combined heat and mass exchanger with 
regeneration network is an effective way to minimize heat and mass during adsorptive CO2 capture. The combined 
heat and mass exchanger networks adequately satisfied the heat and mass balance of the process with a lower total 
annualized cost. 

Keywords: Adsorption, CO2 capture, Combined heat and mass exchanger network, Energy minimization, Mass 
separating agent, Process optimization 

 
1. Introduction  
Most CO2 capture techniques (e.g. absorption, adsorption 
and membrane separation) are material and energy-
intensive in nature. So far, sorbent blending and 
scrubbing; the use of phase change solvents; and extra 
external utilities such as steam and cooling water have 
been proposed as ways to reduce energy consumption 
during CO2 capture [1]. Although these strategies have 
helped in dropping down energy requirement to some 
extent, it has in turn increased process cost thereby 
rendering carbon capture an expensive technology. To 
ensure the economic advantage of the available CO2 
capture techniques, this study proposed the application of 
process synthesis techniques through the synthesis of 
heat exchanger networks (HENs) and mass exchanger 
networks (MENs) to minimize both energy and material 
consumption. Heat and mass exchanger network 
synthesis has been a major research topic in the field of 
process system engineering and environmental 
sustainability because heat and mass are very important 
resources in many industrial applications [1], [2]. 
Industrial applications like the separation of CO2 from 
flue gas streams using sorbents account for high 
consumption of energy and other resources such as 
sorbents, steam and cooling water [3]. The excessive use 
of these important but expensive resources must be 
minimized to make  CO2 capture technology affordable 

in developing countries, especially in sub-Saharan Africa  
[4]. So far, It has been documented in the literature that 
the application of heat and mass exchanger networks or a 
combination of both in CO2 capture studies could be a 
promising technique for integrating processes with a 
potential of providing meaningful improvements over the 
synthesis of the individual heat and mass exchanger 
networks [1, 5–7]. Since the use of heat and mass is 
typically intertwined in most CO2 capture techniques, it 
is important to account for such interactions in this study. 
Furthermore, heat and mass exchanger network synthesis 
has been a key area of research that has significantly 
contributed to industrial energy-saving, improved plant 
efficiency and material minimization since the past four 
decades [8].  

Until now, researchers have attempted the synthesis of 
heat and mass exchanger networks separately without 
combining them with a regeneration network [9-11]. 
Furthermore, the majority of HENs synthesis techniques 
reported in open literature applied pure mathematical 
programming approaches based on the stage-wise 
superstructure model proposed by Yee and Grossmann 
[12]. The superstructure-based SYNHEAT model allows 
for a large number of likely stream matches into a 
superstructure, while fully considering stream splitting 
and isothermal mixing [13], [14]. According to Furman 
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and Sahinidis [15], the superstructure-based method is 
very effective when used to determine potential 
networks. However, its complex non-linear formulation 
makes it challenging to solve with current solvers. Also, 
most superstructure-based formulations do not consider 
some important details for heat exchanger design, such 
as fluctuating heat transfer coefficients, pumping costs, 
number of baffles, tube passes, and number of shells. In 
addition, the formulation of Yee and Grossman [12] 
cannot be extended to consider the aforementioned 
details for heat exchanger design because its already 
complex combinatorial nature with increased non-
linearity will not yield optimal solutions. Other reports in 
this field that did not apply the super-structure based 
approach used pinch analysis-based concepts [15]. 

As far as could be ascertained, most CHAMEN synthesis 
techniques reported so far in the literature applied 
mathematical programming or pinch analysis techniques 
separately. No methodology has effectively combined a 
pinch technology-based technique with a mathematical 
programming technique to synthesize a combined heat 
and mass exchanger network while considering sorbent 
regeneration. This study presents an overview of 
combined heat and mass exchanger networks synthesis 
(CHAMENS) in relation to energy and resource 
minimization while considering sorbent regeneration. It 
also discusses a hybrid simultaneous-sequentially based 
methodology to design and operate CHAMENs with a 
focus on applying it to reduce the high energy 
requirement associated with sorbent-based CO2 capture 
methods. This hybrid technique is new and its application 
in the field of CO2 capture has not been reported before 
now. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1.1 Advances in the synthesis of CHAMENs  

The recent work of Yoro et al. [1] reported an extensive 
review on the application of heat and mass integration 
techniques for energy and material minimization during 
CO2 capture via HENs and MENs synthesis. The authors 
discussed the prospects of introducing heat and mass 
integration techniques via the application of individual 
HENs, MENs and a combined heat and mass exchanger 
network for energy and material saving. However, the 
techniques proposed in the review were not tested in any 
case study. Srinivas and El-Halwagi [16] were the first 
group of researchers to present a methodology for the 
synthesis of a combined heat and mass exchanger 
network. The researchers formulated a technique that 
focused on optimizing individual mass-exchange 
temperatures in a constant-temperature unit, which was 
used to simultaneously isolate a certain pollutant from a 
set of rich streams to a physical and reactive lean stream 
(mass-separating agents) while also accomplishing a 
specific heat transfer task in a cost-effective manner. In 
spite of the results obtained by Srinivas and El-Halwagi 
[16], their proposed technique is only effective with 
reactive mass exchangers without considering the 
annualized capital cost of the absorbers and the 
regenerating units. 

Papalexandri and Pistikopoulos [17] suggested a 
hyperstructure-based mixed integer non-linear 
programme based mathematical model to tackle the 
problem of combined heat and mass integration. 
However, the major drawback with their methodology is 
that the model formulation for the hyperstructure was 
observed to be extremely non-linear and non-convex in 
nature. This is due to the introduction of many binary 
variables to the problem; hence, it became very difficult 
to get better results than the one reported by Srinivas and 
El-Halwagi [16]. Furthermore, Prakotpol and 
Srinophakun [18] developed a genetic algorithm in 
MATLAB to minimize energy and material consumption 
in a wastewater minimization problem. The researchers 
formulated an optimization model for both single and 
multiple contaminants as an MINLP. Although the 
proposed algorithm was useful for the synthesis problem, 
it had similar limitations as the hyperstructure-based 
MINLP model of Papalexandri and Pistikopoulos [17]. 
Soywiset et al. [19] presented a simultaneous technique 
for heat and mass exchanger network synthesis using an 
ASPEN process simulator. The authors applied their 
technique to the synthesis of HENs and MENs separately 
and then CHAMENs. However, they concluded that 
CHAMEN synthesis was not suitable for all industrial 
applications. This simply means that by using their 
proposed methodology, synthesizing HENs and MENs 
separately possibly offers a reduced total annualized cost 
than combining them in a network. 

In another contribution, Isafiade and Fraser [2] suggested 
a methodology based on pinch technology, where the 
sub-HEN and sub-MEN were combined via heat and 
mass pinch approach to investigate the effect of mass 
exchange temperature on the annual operating cost and 
how the annualized capital cost affects CHAMENs. 
Further findings from the work of  Isafiade and Fraser [2] 

Nomenclature 
A        Heat transfer area 
B        Exponent in cost equation of heat exchanger 
C        Unit cost for MSA/lean stream/utility 
CF      Fixed cost for heat exchanger 
Cp      Heat capacity 
cu       Cold utility C      Hot utility unit cost C        Heat exchanger area cost coefficient CF   Unit charge of cooler (fixed) CF      Heat exchanger unit’s fixed charge CF    Heater unit’s fixed charge C      Area cost coefficient for the heater C      Unit cost of hot utility C          Final CO2 adsorbed by MSA 
FC       Annualized capital cost 
FCP      Heat capacity flow rate of main stream 
Gi        Mass flow rate of the rich main stream 

hu       Hot utility 
i          ith rich stream  
j          jth MSA/lean stream 
k         kth stage in MEN 
L         Mass flow rate of the MSA/lean main stream 

MEN  Mass exchanger network 
MSA  Mass separating agent/lean stream 
N        Number of mass exchanger trays 
Q         Heat load 
Qcu     Heat load of cold utility 
Qhu     Heat load of hot utility 
R        Rich stream 
TAC        Total annual cost 𝑇      Inlet temperature to MSA 𝑇     Outlet temperature from MSA 𝑥        Supply composition of CO2 in the MSA 𝑥        Target composition of CO2 in the MSA 
x         Concentration of MSA/lean stream 
y         Concentration of rich stream 
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revealed that depending on the methodology used, 
assumptions and process considered, synthesizing a 
combined heat and mass exchanger network yields better 
results than an individual synthesis of HENs and MENs, 
in contrast to the claims of Soywiset et al. [19]. 
Furthermore, Liu et al. [20] suggested a new 
methodology for the simultaneous generation of 
CHAMENs with multi-dimensional optimization 
problems. The methodology was a blend of the mass 
pinch technology for mass exchanger network (MEN) 
synthesis and a quasi T-H diagram technique for the heat 
exchanger network (HEN) synthesis which are both 
sequential in nature. The authors introduced a lean by-
pass stream to a combined network structure to decrease 
its associated costs. The authors then suggested a 
mathematical model and a cross-genetic algorithm 
annealing-based method to achieve a synchronized 
minimization for the total cost of the MEN and the HEN 
separately. However, the technique was ineffective when 
tested for a combined heat and mass exchanger network 
in a multi-period situation. Additionally, Liu et al. [21] 
and Velázquez-Guevara et al. [22] developed a 
superstructure for the synthesis of mass exchanger 
networks by modelling the superstructure through 
general disjunctive mathematical programming and then 
re-formulated it as a mixed integer non-linear program. 
The proposed superstructure allowed for mixing and 
splitting of process streams thereby increasing the 
number of possible exchangers in the superstructure. In 
this study, the technique introduced is quite different 
from the one proposed by Liu et al. [20] because here, we 
hybridized a simultaneous-sequential based approach to 
achieve an optimal CHAMEN with remarkable energy 
and material saving during adsorptive CO2 capture.   

In this study, it was observed that during of CO2 capture 
and storage, heat and mass exchange operations are 
usually multi-period in nature and are also affected by 
heating and cooling demands as speculated by other 
researchers [23],[24]. As such, synthesizing a HEN and 
MEN as two independent processes will not yield high 
energy and material saving compared to combining them 
in a single network [25],[26]. Additionally, most 
synthesis methodologies reported in the past did not 
consider the interactions between heat and mass 
exchange concomitantly [27]. Another research gap 
identified in this study is that most of the energy 
conservation tasks in the area of environmental 
sustainability suggest the use of external utilities (e.g. 
cooling water, additives) to minimize energy and 
material usage during CO2 capture despite its high cost. 
But in this study, it is proposed that combined energy and 
mass integration could be an effective and sustainable 
approach for energy and resource minimization in many 
energy-intensive industrial processes. Hence, the use of 
internal process heat and mass for resource minimization 
via combined heat and mass exchanger network synthesis 
is proposed. The process synthesis approach presented in 
this study is new to the field of CO2 capture, and we 
envisage that if the proposed technique is fully harnessed 
with optimized capital cost functions during CO2 capture 
operations in large point-sources (for example coal-fired 
power plants), the emission of CO2 during power 
generation will be considerably minimized and 

significant amounts of energy, as well as material 
(sorbents) used during CO2 capture, will be saved.  

Against this background, this study was dedicated to 
synthesizing a combined heat and mass exchanger 
network with regeneration that can minimize the 
excessive consumption of energy and mass (material) 
concurrently while decreasing the levels of CO2 emission 
to the atmosphere. The study introduces a new 
CHAMEN synthesis technique that combines both 
sequential and simultaneous based principles. This study 
also discusses multi-period formulations for the first time 
in a combined heat and mass exchanger network 
(CHAMEN) with sorbent regeneration. Finally, this 
study confirms whether the combination of sequential 
and simultaneous concepts in a single methodology for 
CHAMENs can yield results with better total annualized 
cost (TAC). 

2. Synthesis of the combined heat and mass exchanger 
network 

The major challenge observed with most synthesis 
techniques for combined heat and mass exchanger 
network (CHAMEN) lies in the combinatorial approach 
as well as the optimization approach between the sub-
MEN and sub-HEN. To proffer solution to this challenge, 
Srinivas and El-Halwagi [16] proposed a MEN–HEN 
combination technique, in which the heat exchanged 
finds a pre- and post-MEN with the lean streams flowing 
through the MEN at fixed stream temperatures. Although 
this technique yielded results, it is only applicable to 
single-period CHAMENs where parameters are fixed and 
do not fluctuate. It cannot be extended to multi-period 
scenarios where stream temperatures, flow rates and gas 
composition fluctuate as seen in a typical CO2 separation 
study where sorbent regeneration is paramount. As a 
result, this paper modified the methodology of Srinivas 
and El-Halwagi [16] to specifically address a CHAMEN 
synthesis problem with regeneration and fluctuating 
process parameters. The thermodynamic feasibility of the 
heat exchanged in this work was ensured by using a lower 
value of the minimum approach temperature (ΔTmin).  
In addition, the body of knowledge in this field is rich in 
different approaches for the synthesis of both reactive 
and non-reactive CHAMENs [2],[16],[20],[28,29]. 
However, due to the interaction of heat and mass during 
adsorptive CO2 capture, this study reports the synthesis 
of CHAMENs for adsorptive CO2 capture alongside the 
regeneration network. As far as could be ascertained, this 
has not been reported before now. Furthermore, to 
improve on the work of Srivinas and El-Halwagi [16], 
this study was extended beyond optimizing just the outlet 
gas composition to introduce a more rigorous 
optimization-based method for the synthesis of 
CHAMENs to include the coupling of sub-networks as 
well as simultaneous integration, and the optimization of 
CHAMENs.  
The following assumptions were made for the mass 
exchangers synthesized in this study; 
1) Individual rich and lean stream have a fluctuating mass 
flow rates throughout the network.  
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2) The mass exchangers operate at non-isothermal 
conditions. 
3) Mass exchange temperatures are generated only from 
the temperatures of the lean streams. 
4) Equilibrium relations are assumed to be monotonic 
functions of the sorbent temperature and compositions as 
described by Henry’s law. 
3. Problem statement 
The combined heat and mass-exchanger network 
(CHAMEN) synthesis problem in this study is presented 
as follows;  
‘Given are a number of rich streams ‘NR’ and a number 
of lean streams ‘NS’ (physical MSAs). The task is to 
synthesize a cost-effective network of combined heat and 
mass exchangers that can satisfactorily transfer a certain 
undesirable pollutant (CO2) from rich flue gas streams to 
the MSA (in this case, the sorbent). The flow rate of each 
rich stream, Gi; the supply (inlet) composition, ysi; and 
the target/outlet composition, yti are known and specified 
in the problem. The supply and target compositions of the 
MSA (sorbent) during absorptive CO2 capture are given 
as xsj and xtj respectively. In addition, hot and cold 
process and utility streams are available to optimize mass 
exchange temperatures.  Important problem data for this 
study such as gas flow rate, concentration and 
temperature intervals were adapted from the previous 
work of Yoro [30] and extended to tackle a combined 
heat and mass exchanger network synthesis problem to 
achieve a reduced energy and material usage during 
adsorptive CO2 capture. 
4. Methodology 
A systematic combination of both pinch technology and 
mathematical programming concepts is employed in this 
study to synthesize a CHAMEN. The step-wise 
procedure presented in Figure 1 was used to set the 
formulation for the synthesis of a combined heat and 
mass exchanger network (CHAMEN) in this study. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Methodical procedure for the formulation of 
CHAMENs 

The adsorbent (polyaspartamide) for CO2 capture 
suffices as the mass transfer agent (MSA) in this study 
and its cost is determined from Equation (1). 𝐂𝐨𝐬𝐭 𝐨𝐟 𝐌𝐒𝐀 𝑪𝒋𝑵𝒔𝒋 𝟏 𝑳𝒋,𝒅𝒋𝑵𝑫𝒋𝒅𝒋 𝟏                     (1) 
Material balance around the composition interval is given 
by; 𝛿  - 𝛿 +∑ 𝑘∑ w ,   W          (2) 

Where k = 1, 2 …𝑁 , 𝐿 ,𝑑𝑗 ≥ 0, j = 1, 2… 𝑁  𝐿 ,𝑑𝑗 ≤L       j = 1, 2,… 𝑁                               (3) 

Mass residual constraints for the case study considered in 
this paper were stated as; 𝛿  𝛿 ,  = 0                                                            (4) 𝛿  ≥ 0, k = 1, 2 …𝑁 – 1                                            (5) 
Equations (1)-(5) together with the HEN-targeting 
equations presented by El-Halwagi [31] represent the 
constraints of the CHAMEN synthesis formulation.  
The equilibrium relation for CO2 scrubbing in water 
depends on temperature according to Equation (6) which 
was adapted and modified from Liu et al. [19] to suit this 
study;  
 
y = x1 (0.053T1 – 14.5)                                                  (6) 
 
Where y refers to the mass fraction of CO2 in the flue gas 
stream, T1 is the temperature of the water in degree 
Celsius and x1 is the mass fraction of CO2 in water after 
scrubbing. 
An objective function was developed in this study to 
minimize the cost of mass separating agents (MSAs) as 
well as the heating and cooling utilities. The objective 
function discussed in this study is a linear programming 
formulation whose solution determines the optimal flow 
rate and temperature of each sub-stream as well as its 
heating/cooling duty. The general methodology used to 
synthesize the optimal CHAMEN in this study to achieve 
an improved total annualized cost (TAC) is presented in 
Figure 2. 
 

 
Figure 2: Methodology for the synthesis of a CHAMEN 
with regeneration network  

Selection of number of lean sub-streams NDj 
for the MSA j at a selected temperature T*j,d 

Theoretical determination of infinite 
number of sub-streams is used to cover the 

whole temperature span of each MSA 

Determination of composition scale for each 
lean sub stream and subsequent representation 

on the composition interval diagram (CID) 

function 

Alteration of the sub-stream temperature from T*j,d 
to Tt

j and design of the CHAMEN by combining 
individual HEN and MEN formulations. 
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5.  Case study for CHAMEN synthesis  
The efficacy of the methodology for synthesizing the 
CHAMEN with regeneration proposed in this study is 
tested in this section using a CO2 adsorption case study 
from the work of Yoro [30]. The case study has a mass 
exchanger network (MEN) with mass separating agents 
(which is the sorbent in this case) integrated with a heat 
exchanger network (HEN) with the possibility of 
optimally regenerating the  MSAs.  
The task: Adsorption of CO2 with two MSAs and two 
cold and hot external utilities 
In this problem, steam and cooling water are the hot and 
cold utilities added to the process with the aim of heating 
up and cooling down the mass separating agents (MSAs) 
for effective adsorption of CO2. The task is to synthesize 
a CHAMEN that can adequately transfer CO2 in the 
waste streams to the MSA and the energy and material 
saved determined based on the stream data presented in 
Table 1-3. The physical meaning of all the symbols used 
in Table 1-3 and others used elsewhere in this study are 
already provided in the nomenclature section of this 
study. 
Table 1: Waste stream data for CO2 separation 

Stream Flow rate 
Gi (kg/s) 

Gas Supply 
comp. 𝑦  

Gas target 
comp. 𝑦  

R1 1.5 0.15 0.05 

 
Table 2: Lean stream data  

Stream 𝑥  𝑥  𝑚  𝜀  
 

𝐶  
 

𝑇  

(°C) 

𝑇  

(°C) 
S1 0.00 0.05 0.10 0.001 0.05 35 50 

S2 0.02 0.09 0.20 0.001 0.01 48 48 
 
Table 3: Cold and hot utility stream data  

Stream Supply 
Temp(°C) 

Target 
Temp (°C) 

Cost 
($/kW.yr) 

C1 15 25 10 
C2 28 35 30 

H1 130 80 120 

H2 120 70 150 

Two cooling utilities (cold water) and two hot utilities 
(steam) are available as shown in Table 3. For this case 
study, the specific heat capacity is fixed at 4.2 kJ·kg−1·°C 

−1 (specific heat capacity of water at room temperature) 
while the minimum approach temperature ∆Tmin was 
assumed at 10 °C. 
The cost of heat exchanger area (A) is expressed in 
Equation (7) as described by Shenoy [32]; 
Area cost = 30000 + 750A0.81                                 (7) 
The objective function for the mathematical model is 
presented as Equation (8) and was solved in GAMS 
(General algebraic modelling system). The objective 
function comprises of the total annual cost (TAC) of the 

CHAMEN presented as a combination of the costs 
associated with the sub-MEN and the sub-HEN. The 
objective function of the model gives more information 
on the capital costs of the coolers, heaters and the number 
of heat exchanger units for all process streams. Min ∑ ∑ ∑  𝑁 , ,  . 𝐾  + 𝐻 ∑𝐿  . 𝐶  + ∑𝐶𝐹 ,    +  ∑𝐶𝐹 ,   +  ∑ ∑ ∑  𝐶𝐹 , ,   +   ∑𝐶 ,  . 𝐴 , ,  + ∑  𝐶ℎ𝑢,  . 𝐴 , ,    + ∑ ∑ ∑  𝐶𝑣 ,  . 𝐴 , ,, ,  + ∑ 𝐶 . 𝑞 ,   +  ∑ 𝐶 . 𝑞 ,                                (8) 
Hot and cold streams for the networks were determined 
through optimization using Equation (9). 𝑇  < 𝑇∗ , 𝑇∗< 𝑇   = hot stream, j ϵ 𝑁  𝑇  > 𝑇∗ , 𝑇∗> 𝑇   = cold stream, j ϵ 𝑁                        (9) 

Equations (1)-(9) were coupled with the non-negativity 
constraints to form a linear program that was modelled 
and run in GAMS using the DICOPT solver. 

Table 4: Composition interval diagram for the case 
study 

Interval Waste 
stream 

 
0.15  R1 

X1, 1 
at 35 

oC 
 

X1, 1 
at 70 oC 

 

Target 
 
 

0.09 
1 0.13   0.08 

2 0.12   0.07 

3 0.10  0.13 0.06 
4 0.09 0.13 0.09 0.05 
5 0.08 0.11 0.07 0.04 
6 0.07 0.09 0.05 0.03 
7 0.06 0.05 0.00 0.03 
8 0.05 0.00  0.02 

 
Table 5: Temperature interval diagram 

Interval Hot streams 
S1, 1 ,   S1, 1            

T(oC) 

Target 
Temp(°C) 

1                            35 130 

2                           28 120 

3                           25 80 

4                           15 70 

 
6. Regeneration 
Since the example considered in this paper involves CO2 
adsorption using a solid sorbent, there is a need to 
consider the amounts of energy that could be saved 
during the regeneration of sorbents in the CHAMEN. As 
a result, a regeneration network was integrated into the 
CHAMEN in this study. The main MSA target 
composition during regeneration was determined from 
the interaction with the stripping column. A complex 

i j k j 

v w u v w 

w v 

u v w 

y 

S2 
S1,2 

S1,1 

CU2 

CU1 
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mathematical problem was solved in GAMS using the 
DICOPT solver as ∆Tmin changes and results obtained are 
presented in Table 6. The superstructure showing 
expected flows in the combined heat, mass exchanger 
with regeneration network is shown in Figure 3 while the 
synthesized CHAMEN alongside its regeneration is 
presented in Figure 4. To substantiate our claims in this 
study, the minimum TAC obtained in this study using the 
proposed technique was compared with other CHAMEN 
synthesis techniques procedures reported in the past and 
presented in Table 7. The technique proposed in this 
study resulted in a slightly superior value of TAC when 
compared to previously reported techniques as shown in 
Table 7. The TAC value obtained in this study is closer 
to that reported by Isafiade et al. [2]. However, the slight 
difference observed could be attributed to the fact that 
Isafiade et al. [2] used only a simultaneous approach 
without considering regeneration while this study used a 
combined sequential and simultaneous approach with 
due consideration to sorbent regeneration.  

 
Figure 3: The CHAMEN + regeneration superstructure 
(Adapted from Yoro et al. [1]). 

Table 6: TAC obtained at different target compositions 
and Δ Tmin. 

Compositions 
xs             xt 

Δ Tmin (oC) TAC for CHAMEN 
($million/yr.) 

0.15        0.03 10 0.1998 

0.15        0.05 13 0.2156 

0.15        0.07 15 0.2800 

0.15        0.10 20 0.3763 

 

 

 

Table 7: Minimum total annualized cost compared with 
literature 

Reference Network type Minimum 
TAC for 

CHAMEN 
($million/yr.) 

This study CHAMENs 0.1998 

Liu et al. [20] CHAMENs 0.3402 

Isafiade et al. [2] CHAMENs 0.1973 

Soywiset et al. [18] CHAMENs 2. 6731 

 
Table 8: Energy and material saved during CO2 capture 
using different energy and material saving techniques 

 

 
Figure 4: CHAMEN with regeneration for this case 
study. 

 

 
    R1 
 
    S1 
 
    S2 
 
    H1 
 
    H2 
 
    C1 
 
    C2 
 
 
 
 

0.15 0.05 

0.01 0.07 

0.02 0.09 

130 70 

120 

25 

35 

80 

15 

20 

E1,1

E1,1 

E1,2 

E1 2 

HU

CU

U1,1 
U1,2 

U2,3 U2,4 
U1,5 U1,6 

0.05 

U1,1 

U2,3 

U2,4 

U1,5 U1,2 U1,6 

Technique Energy 
saved 
(%) 

Sorbent/
material 
saved 
(%) 

Reference 

CHAMEN + 
Regeneration 

30 19 This study 

Use of phase 
change 
solvents 

40 Not 
reported 

Shavalieva  et 
al. [33] 

Sorbent 
blending 

17 9 Bachelor and 
Toochinda 

[34] 
Amine 

scrubbing 
31 Not 

reported 
Pellegrini et 

al. [35] 
Use of extra 

external 
utilities 

12 0 Bougie and 
Iliuta [36] 
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7. Discussion of Results 
This study attempted using the composition interval 
method (for MENS), with temperature interval diagram 
(for HENS) and linear programming to explore the 
possibility of synthesizing a combined heat and mass 
exchanger network with a provision for sorbent 
regeneration. The composition interval diagram 
presented in this work was used to ensure the 
thermodynamic feasibility of the mass exchanged during 
the CO2 capture process while the temperature intervals 
catered for the heat exchanged and potential energy 
saving. The number of intervals represents the number of 
process streams (both hot and cold) considered in the 
capture process. The all-positive values in the 
composition interval diagram (CID) presented in Table 4 
established that within any interval, it is 
thermodynamically feasible to transfer mass from the 
waste streams to the mass separating agents (sorbents). 
The solution obtained from the combined network also 
confirms that the lean stream (sorbent) is actively 
involved in the adsorption process and a by-pass stream 
with unequal supply and target temperature is expected. 
The CHAMENs further illustrates that the incorporation 
of by-pass streams with the combination of simultaneous 
and sequential-based synthesis technique yields results 
with significant improvements over previously reported 
methodologies that used just mathematical programming 
or sequential approach. 
Another important result presented in this study is the 
total annualized cost (TAC) of the combined network. A 
lower value of TAC for the CHAMEN means better 
operating and capital cost for the network which also 
translates to higher energy savings and minimization of 
material in the CO2 adsorption process. Furthermore, 
results on Table 6 show that as the target composition of 
the gas (with respect to mass exchange) and minimum 
approach temperature (ΔTmin) with respect to heat 
exchanged is increased, the TAC also increases. This 
means that operating at a lower ΔTmin could result in a 
more efficient combined heat and mass exchanger 
network with regeneration during CO2 capture. 
The parameters included in the objective function 
formulated in this study were responsible for the 
significant decrease in the total annualized cost and 
energy consumption by the resultant CHAMEN. The 
value of the minimum approach temperature (10 oC) 
adopted in this study impacted positively on energy 
penalty reduction during adsorptive CO2 capture which 
subsequently improves the efficiency of the power plant. 
The inclusion of a sorbent regeneration network in the 
CHAMEN presented in this study established that 
process synthesis techniques can be used to tackle the 
high energy requirement associated with most CO2 
capture techniques.  
The results in Table 7 suggest that the combined 
methodology introduced in this work is better in terms of 
the total annualized costs than some methodologies 
reported in the literature. This makes the combined 
network generated in this paper more ideal for 
application in CO2 capture studies. The amount of energy 
and material saved during CO2 capture reported for 
different energy and material saving techniques is 
presented in Table 8 and compared with the technique 

proposed in this study. According to the results in Table 
8, the integration of CHAMENs with a regeneration 
network in a CO2 capture problem could result in 30 and 
19 % energy and material saving respectively. Other 
techniques that reported a slightly higher value could 
only account for energy without material saving. 
Although the use of phase change solvents as proposed 
by Shavalieva et al. [33] is good and results in a 
significantly higher energy saving (40%) as shown in 
Table 8, the technique cannot be extended for material 
saving. Amine scrubbing technique also resulted in huge 
energy savings during CO2 capture, however, it cannot 
also account for the quantity of materials that could be 
saved in the process. Thus, it is evident that the 
integration of a CHAMEN with regeneration as proposed 
in this study could potentially facilitate and account for a 
reduction in both energy and material during CO2 
capture.  

8. Conclusions  
The benefit of combining heat and mass exchanger 
networks with a sorbent regeneration network for 
concurrent minimization of energy and material during 
CO2 capture was investigated in this study. It was 
established from the results obtained in this study that 
combining heat and mass exchanger with a sorbent 
regeneration network is an effective way of concurrently 
minimizing energy and material consumption during CO2 
capture. Results obtained from the case study considered 
in this work revealed that operating the lean streams at 
their supply temperatures alone is not the best approach 
to cut operational cost and simplify CHAMEN network 
design. Furthermore, It has been demonstrated in this 
study that it is possible to combine a sequential-based 
approach (composition interval method) with a 
simultaneous-based technique (mathematical 
programming) to achieve optimal results for energy and 
material saving in a combined heat and mass exchanger 
network. The combinatorial approach introduced in this 
study gave insight into how best to combine the heat and 
mass exchangers with regeneration networks for energy 
and material minimization. Finally, the total annualized 
cost obtained in this study (TAC=$million 0.1998 /yr.) 
showed significant improvement over the TAC 
previously reported which also mean a significant 
reduction in energy requirement when compared with 
previously reported approaches. The CHAMEN 
synthesized in this study can be extended to minimize 
energy and material consumption in other CO2 capture 
methodologies such as absorption, membrane, and 
cryogenic separation. Finally, it was established in this 
study that although other energy-saving techniques for 
CO2 capture (for example amine scrubbing, sorbent 
blending, the use of phase change materials etc.) yielded 
results in terms of energy-saving, if energy and material 
minimization is to be accounted for concurrently, the 
application of a combined heat and mass exchanger 
network is the better option. 
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