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Abstract

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the 
greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat
sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, 
prolonging the investment return period. 
The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand 
forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 
buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district 
renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were 
compared with results from a dynamic heat demand model, previously developed and validated by the authors.
The results showed that when only weather change is considered, the margin of error could be acceptable for some applications
(the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation 
scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). 
The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the 
decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and 
renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the 
coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and 
improve the accuracy of heat demand estimations.
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Abstract 

An engineering method is developed for the prediction of dynamic flow through a wind power plant, in the presence of turbine 
control actions.  The model is composed of a simplified steady-state boundary layer model of velocity deficits and turbulence, a 
dynamic wake model relating the rotor induction to an effective "dynamic" value of thrust, and a flow convection model which is 
simply a time delay function.  A partial validation is conducted, using wake measurements at the Nørrekær Enge wind farm.  The 
model is implemented in the STAS WPP program for wind power plant analysis. 
© 2017 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of SINTEF Energi AS. 
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1. Introduction 

To study the control of a wind power plant requires a model for the atmospheric flow, which is coupled with the 
operation of the wind turbines.  There are two rather distinct flow regimes [1].  On the upwind side of the turbine 
array, a concentrated wake forms behind individual wind turbines, and this may impinge, or not, on the turbines 
immediately downwind.  These local wakes are often modelled by a Gaussian-shaped velocity deficit [2], which 
decays as higher-velocity air is entrained by turbulent mixing.  Deep in a large wind power plant, there are still local 
wakes, but the presence of the wind turbines is also felt throughout the atmospheric boundary layer, to an elevation 
much higher than the tops of the rotors.  Energy recovery occurs "top-down" as higher-velocity air in the upper 
portion of the boundary layer is mixed into the lower levels. 
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Interestingly, methods based on boundary-layer analysis provide good predictions of the average velocity deficits, 
even near the upwind side of a wind power plant [1,3].  That is, the local wakes may meander back and forth, with 
the second row of turbines seeing a velocity deficit which fluctuates abruptly [4]; yet in the mean, the boundary layer 
experiences the turbines as, effectively, an increased surface roughness, like a forest canopy [5].  The influence of 
the local wake on stochastic loads may be approximated by an increased turbulence intensity [6]. 

The goal is to assemble, from existing parts, a simple engineering method for predicting the influence of turbine 
control actions on the flow through a wind power plant.  The method must be compatible with a state-space model of 
the turbines, electrical grid, and controls comprising the wind power plant.  CFD analyses of the complete flow 
domain are ruled out, for the time being.   This leaves an approach based on one or both of the above perspectives: 
superposition of local wakes, or a simplified boundary-layer analysis. 

Here it is proposed to use a method based partly on a two-dimensional boundary-layer analysis, specifically the 
Viper software [3].  The boundary-layer approach has the advantages of being scalable from small turbine arrays to 
large wind power plants, or even plant clusters; and of not attempting to explicitly resolve the local wake, where the 
result becomes sensitive to small changes in the wind direction.  In other words, the control algorithms so developed 
will be applicable in bulk, rather than for specific wind directions. 

2. State-space representation of flow 

A state-space model of the flow is built up from the following elements: 
a. The dynamic induced velocity, which is obtained from Øye's second-order filter model [7], built into the 

STAS Turbine module [8].  The second-order filter, like the real wake dynamics, has the feature that rapid 
control inputs have little influence on the wake flow: the amplitude decays with frequency in a realistic 
manner. † 

b. A steady-state boundary layer analysis [3] relating the induction at an upwind location to the velocity 
deficit at a downwind location. 

c. A convection model for signals (velocity deficits) in the flow.  Convection is modelled as a state-space 
approximation of a time delay, based on the hub-height windspeed.  As simple as the time-delay 
assumption is, it has been validated by wind tunnel experiments [10]. 

d. A model for the effective turbulence intensity including wake effects, based on Frandsen [6]. 

2.1. Transient induction and the boundary layer 

Let us begin the story with the induced velocity, and its connection to the flow, in the context of boundary layer 
analysis.  Momentum balance applied to a control volume of air flowing through the rotor gives the well-known 
relationship 
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The theoretical relation (1) must be augmented with an empirical trend for values of a above about 0.4.  Burton et al. 
[11] propose a linear trend, 
 

 

 
† A manuscript by Pedersen [9] provides an excellent description of the pattern of vorticity in the wake, and distribution of the induced 

velocity over the rotorplane, under control inputs of various frequencies.   
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Alternative formulas for (3) are also available.  Regardless, the main point here is that for steady flow there is a 1:1 
correspondence between the rotor-average induced velocity and the thrust. 

The relationships (1) through (3) between induced velocity and thrust do not hold under transient conditions.  The 
induced velocity lags changes in the rotor loading, with an amplitude that decreases at high frequencies.  Physically, 
this is due to the time it takes to convect the wake vorticity – which is responsible for the induced velocity – 
downstream away from the rotor.  A slow fluctuation in the rotor load gives the wake time to develop, and the 
induced velocity follows the steady-state trend.  A fast fluctuation in the rotor load produces a pattern of vorticity in 
the wake whose net effect tends to cancel out, except near the tips of the blades.  A method attributed to S. Øye, 
described by Snel & Schepers [7], captures these trends by a second-order filter, 
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Here Vi  satisfies (2) instantaneously, whereas the filtered iV  is taken as the true value at the rotorplane. The time 
constants in (4) are a function of the radius, but the equations may be integrated, or an effective value at 0.7r R 
taken, in order to represent the rotor average. 

This same line of thought can be extended to boundary-layer analysis.  Namely, that a slow fluctuation in the 
rotor load will produce a well-developed wake which, upon subsequent breakup and diffusion of the momentum 
deficit, will influence the atmospheric boundary layer; whereas a fast fluctuation in the rotor load will lead to local 
features in the flow which will tend to cancel out, from the broader perspective of the boundary layer.  To put it 
another way, we connect the development of the boundary layer with the wake, represented by the induction, and 
not the instantaneous loading on the rotor.  We suggest the use of (4) to obtain iV , and then (2) to obtain a "wake-
equivalent" value of rotor thrust, 

 2  T i iF A V V V      (5) 

which is experienced by the boundary layer. 

2.2. Steady-state perturbations in the boundary layer 

To the extent that the boundary layer is influenced by the rotor thrust 𝐹̅𝐹𝑇𝑇, or equivalently 𝑉̅𝑉𝑖𝑖, this decays with the 
distance downstream.  In other words, if one should begin with a boundary layer in a steady-state condition, make a 
constant perturbation to the rotor thrust 𝐹𝐹𝑇𝑇 = 𝐹̅𝐹𝑇𝑇 at some location, and allow the flow to reach a new steady state, 
then the velocity profile of the perturbed flow will asymptotically approach the original, far downstream.  The decay 
is due to the fact that, given a uniform rotor thrust loading, the boundary layer tends to reach an equilibrium over 
long distances.  At equilibrium, the turbulent diffusion of momentum from the high-velocity air at altitude balances 
the momentum removed by the rotor thrust and surface friction.  The higher the loading on the air at low altitudes, 
the greater the shear in velocity with height, and the greater the mixing in of momentum from above. 
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As an illustration, consider a wind power plant consisting of a uniform grid of DTU 10 MW wind turbines [12], 
with spacing sx = sz = 8D.  (The X direction is along-wind, the Z direction is cross-wind, and the Y direction is 
straight up.)  The remote incoming windspeed is 10 m/s.  Figure 1 shows the hub-height velocity profile from the 
first through the 21st row of turbines.   The velocity profile as a function of height, just upstream of Turbine Row 6, 
is also shown.  The effect of shutting down Turbine Row 5 is illustrated by the dashed curves.  Immediately 
downstream there is recovery of windspeed, which diminishes far downstream as the boundary layer approaches 
equilibrium. 

 

Figure 1: The hub-height velocity, and the velocity profile with altitude at Turbine Row 6, for two scenarios: one in which all the turbines are 
operating normally, and another (dashed lines) in which Turbine Row 5 is shut down.  The velocity profile with altitude (shaded gray) does not 
correspond to the units on the axes.  For an idea of scale, the uppermost elevation shown is 500 m, and the windspeed at 500 m is about 10.9 m/s. 

The profiles in Fig. 1 are generated by solving nonlinear differential equations for a turbulent boundary layer.  In 
order to make a useful low-order state-space model of the boundary-layer flow, we must identify simple linear 
models that capture the effect of perturbations about a given operating condition.  Intuitively, and consistent with 
elementary boundary-layer theory, we can say that the perturbation in hub-height windspeed seen by the kth turbine 
is some function of the loading, or induction, of the upstream turbines.  Assuming that this relationship is linear for 
small enough perturbations, 
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Equation (6) is global, in the sense that in order to solve for δVk we would need to know all the influence 
coefficients ∂Vk/∂Vi,j and induced velocities δVi,j  for the upstream turbines.  In the steady-state case, this is a 
computation involving a lower-triangular matrix, which is no problem.  However, it becomes a problem in the 
dynamic case, because there is a unique time delay between each upstream-downstream pair of turbines; and, as will 
be seen in Section 2.3, an accurate representation of a long time delay requires a lot of states. 

It is much more convenient if we can write 

1 , 1
1 , 1

k k
k k i k

k i k

V V
V V V

V V
   

 

 
 
 

  (7) 

That is, if we associate with each wind turbine an incoming windspeed Vk and a (downstream-side) induced velocity 
Vi,k, and say that the windspeed at the next turbine downstream is a function of these.  Indeed, (6) is recovered from 
(7), provided that 
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and δV1 = 0.  In other words, (8) holds true if the decay in a perturbation is multiplicative as one proceeds from 
station to station downstream. 

 

Figure 2: The station-to-station decay of a perturbation to the boundary layer.  Multiple analyses were run, each time perturbing the operation of a 
different wind turbine.  The downstream turbine index indicates the location relative to the turbine whose operation was perturbed.  The trend is 
relatively independent of the depth in the wind power plant. 

As it turns out, this is not strictly true; but it is close enough to be a useful assumption.  Furthermore, the 
influence of a perturbation in turbine operating state δVi,k appears to be nearly independent of the downstream 
location.  To illustrate this, consider again the example of a 10 m/s remote windspeed and a uniform 8D spacing.  
Figure 2 shows the results of introducing a perturbation in the operation of a wind turbine – specifically, decreasing 
the thrust by 10%.  Referring to the indices of Fig. 2, the operation of Turbine -1 is perturbed, such that Turbine 0 
experiences a change in the incoming windspeed 
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The curve shows subsequent values of ∂Vk/∂Vk-1 for k = 1,2,…  The trend is nearly independent of the location in the 
plant at which the perturbation is introduced.  The trend is also independent of the amplitude: Fig. 3 shows 
reductions in thrust from 10% to 100% (shut down turbine). 

The value of ∂Vk/∂Vi,k-1 is also remarkably consistent, and is equal to about 0.08 in the case of a 10 m/s remote 
windspeed and a uniform 8D spacing. 

Still, Fig. 2 and Fig. 3 are not enough.  If ∂Vk/∂Vk-1 is a function of the downstream turbine index – relative to 
where the perturbation was introduced – then one still must formulate individual values for each upstream-
downstream combination of turbines.  We really need ∂Vk/∂Vk-1 to be constant, such that we can say how the 
perturbation to the windspeed δVk-1 will evolve downstream into δVk, independent of how δVk-1 was created.  If we 
take the approximation ∂Vk/∂Vk-1 ≈ 0.75, then this provides a good estimate of the flow over a distance of several 
turbines downstream of the perturbation.  In addition, superposition applies.  Figure 4 shows an example where the 
thrust of turbines 2, 5, and 10 has been reduced.  The perturbation in hub-height windspeed is well-predicted by (7), 
with a constant ∂Vk/∂Vk-1; except that the perturbation decays too fast far downstream. 
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Figure 3: The influence, or lack thereof, of the perturbation amplitude on the trend in the station-to-station decay of the perturbed velocity. 

 
The values of ∂Vk/∂Vk-1 and ∂Vk/∂Vi,k-1 may depend on the size of the wind turbine, the remote windspeed, and the 

spacing between turbines, and should be generated, or obtained from a database, for each load case being analyzed. 

2.3. Convection of flow perturbations 

The transmission of a signal – that is, a perturbation in the flow – from an upwind to a downwind turbine can be 
modelled as convection at the hub-height windspeed [10].  The frequency dependence is handled by the dynamic 
wake method of Section 2.1, while the diffusion part is handled by the boundary-layer calculations – or the 
simplified approximation – of Section 2.2.  The convection model is therefore a pure time delay. 

A time delay of  is simple to model as a transfer function, 
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It is common to use m = n, as this gives a transfer function with a uniform unit amplitude.  The alternative, m < n, 
results in a low-pass behavior. 

 

Figure 4: The approximation to the perturbed velocity that is obtained from (7), compared with the full boundary-layer analysis, for a case with 
multiple perturbations. 

The higher the frequency of the signal to be transmitted, in relation to the delay time, the more states are required.  
The use of too few states, for a given frequency and time delay, will either transmit the signal with insufficient lag 
(m = n), or transmit nothing (m < n).  Our situation is unfortunately one in which the time delay is long in 
comparison with the timescale of the signal.  The latter is the timescale of the dynamic wake, which can be obtained 
from (4).  (Higher frequencies are negligible due to the low-pass behavior.)  In the present example of a 10 MW 
wind turbine, τ1 ≈ 16 s.  If the spacing between turbines is 8D, or 1426 m, and the windspeed is 10 m/s, then the time 
delay is 143 s, an order-of-magnitude greater.   We now see why it is so important to use (7), instead of (6), even at 
the expense of some accuracy: we do not want to track a velocity perturbation over a distance farther than the 
separation between turbines. 
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At high orders n – say, 10 or higher – (13) exhibits poor numerical conditioning.  This effectively limits the 
bandwidth.  Continuing with the example of a 10 m/s windspeed and 8D spacing, Fig. 5 compares the phase angle 
obtained using different orders of (13) against the exact value θ = −ωsx/V∞.  The maximum condition number C of 
the matrix iωI − A, representing a frequency-domain solution of the state equations, is also listed.  This condition 
number is that obtained after employing a balancing operation, intended to improve the numerical conditioning. 
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Figure 5: The phase angle, in multiples of π, of the time delay exp(−iωsx/V∞), compared against different orders of the approximation (13) 

The numerical conditioning can be greatly improved by breaking the spacing sx between wind turbines into sub-
intervals, and employing a low-order form of (13) over each sub-interval.  The downside is an increase in the 
number of states required for a given accuracy of approximation. 

The  time delay must be accurately represented over the bandwidth of the wake dynamics.  Figure 6 plots the 
magnitude of the transfer function 𝜕𝜕𝑉̅𝑉𝑖𝑖 𝜕𝜕𝑉𝑉𝑖𝑖⁄  from (4).  A reasonable criterion for accuracy is, say, that the phase of 
the time delay is within 1% of the exact value at a frequency of 0.1 Hz.  Phase errors at a higher frequency than this 
will have a limited influence on the dynamic response of the wind turbines, since the relative magnitude of the 
velocity perturbations is small. 

 

Figure 6: The magnitude of the transfer function between steady-state and transient induced velocity, according to (4), for a windspeed of 10 m/s. 

Table I shows combinations of the number of sub-intervals Ns and the order of approximation n from (13) that 
satisfy the stated criterion for accuracy.  The condition number is also shown. Increasing the number of sub-intervals 
improves the numerical conditioning.  An increased number of states is required; but this has the additional benefit, 
seen in Fig. 7, that the accuracy is improved at higher frequencies. 
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Table I: Combinations of the number of sub-intervals Ns and order of approximation n that satisfy the criterion for accuracy. 

sN  n  xN  )(C i I A  

2 27 54 107 
3 19 57 106 
4 15 60 105 
5 13 65 104 
6 11 66 104 
7 10 70 104 
8 9 72 104 
10 8 80 104 
12 7 84 104 
15 6 90 103 
19 5 95 103 
28 4 112 103 
49 3 147 103 

 
 

 

Figure 7: The approximate and true phase of a time delay, with various numbers of sub-intervals and orders of approximation, satisfying the 
criterion that the error in phase is less than 1% at a frequency of 0.1 Hz. 

2.4. Turbulence 

The level of turbulence within a wind power plant is a function of the terrain, atmospheric conditions, and turbine 
operation.  Terrain effects are specific to each location; here we assume that the terrain is flat enough that its 
influence can be represented by an empirical surface roughness length y0.  Then, under conditions of neutral stability 
(no thermal convection or stabilization), the standard deviation of turbulent velocity fluctuations can be estimated as 
[6] 
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where h is the elevation above the ocean or land surface.  In other words, if we know the wind shear ∂V⁄∂h, then we 
may directly estimate the level of turbulence.  The velocity profile with height, and hence the wind shear, is 
computed as part of the steady-state boundary-layer analyses of Section 2.2. 
Figure 8 shows an example of the levels of turbulence so obtained.  The ambient value of the turbulence intensity is 
about 8%.  Deep inside the wind power plant, it is around 13% to 14%, depending on how the effective value is 
computed from the profile.  These values of turbulence intensity are based on the local mean hub-height windspeed, 
which is lower than the ambient value upwind of the turbine array.  Relative to the ambient hub-height windspeed, 
the turbulence intensity is about 12%, which is in agreement with the value given by Frandsen [6] for an infinitely 
large turbine array. 
If the level of turbulence follows from the velocity profile, and the profile is convected dynamically at the mean 
hub-height windspeed, then it can be assumed that under dynamic conditions, the level of turbulence evolves 
according to the time delay functions of Section 2.3. 

 

Figure 8: The turbulence intensity as a function of height, for turbines progressively deeper inside a large wind power plant.  Here V∞ = 10 m/s, 
sx/D = 8, and y0 = 0.001 m.  The dashed gray lines indicate the bottom and top elevations of the rotor. 

2.5. Preliminary comparison with data 

The Nørrekær Enge wind power plant, described by Hansen [13], offers a partial field validation of the simple 
turbulence model (14).  Frandsen [6] provides some normalized windspeed and turbulence measurements, as a 
function of elevation, for wind directions within ±15° of southwest.  The plant layout is sketched in Fig. 9, with the 
axes in units of meters from the met mast at which data was collected.  Two-dimensional boundary-layer analysis 
was performed along three lines: one oriented to the southwest, and one each at ±15°.  Profiles of windspeed and 
turbulence intensity were obtained as averages from these three lines, weighting the middle line twice. 
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Figure 9: The layout of the Nørrekær Enge wind power plant, showing the met masts and lines along which boundary-layer analyses were 
conducted. 

The measured and computed profiles are plotted in Fig. 10.  There is some uncertainty in both the data and the 
analysis.  In the case of the data, Frandsen gives profiles with height for ambient windspeed ranges of 8-9 m/s (plot 
at left) and 12-14 m/s (plot at right), and subsequently the same values at a single elevation of 58 m, for integer 
windspeeds between cut-in and cut-out.  The values do not exactly agree, and no explanation is offered; presumably, 
they were based on different sets of measurements.  Uncertainty in the analysis is related to the effective surface 
roughness length.  The wind farm was located in grassy terrain.  Some kilometers upstream the terrain was hilly, and 
closer upstream there were obstacles such as farm buildings.  For comparison, the analysis was run with roughness 
values of 0.03 m, representative of flat grassy terrain, and 0.2 m, representative of hedges. 

 

Figure 10: Windspeed and turbulence profiles as a function of elevation, presented as a ratio of the value measured within the wind turbine array 
to that measured immediately upstream of the array. 

Overall, the comparisons in Fig. 10 indicate that the simplified boundary-layer analysis predicts reasonable trends 
in the development of wake velocity deficits and turbulence in a wind power plant.  At the same time, there are 
clearly factors which influence the atmospheric flow, which are not taken into account. 
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Wind tunnel tests [14] also exhibit the pattern of turbulence predicted in Fig. 10.  A full validation exercise is left 
to future work. 

3. Steady-state power set-points 

Consider the problem of optimizing the pitch – or equivalently, the axial induction – of an array of wind turbines, 
in order to maximize the total production.  Simplified methods based on local wake analysis, such as Jensen [15] 
and its derivatives, predict that the maximum power is obtained when the production of the upstream turbines is 
curtailed [16].  On the other hand, recent analyses using large eddy simulation [17] fail to reproduce this result: the 
maximum power of a two-turbine pair is obtained when both turbines are set to their respective maximum 
aerodynamic efficiencies.  It is of interest to see how boundary-layer methods fare. 

According to the methods of Section 2, each turbine is represented as a distributed thrust over an equivalent 
volume of air.  Lateral mixing of the wake is assumed to be negligible in comparison with vertical mixing, giving a 
two-dimensional boundary-layer flow.  In the case considered, the layout consists of DTU 10 MW wind turbines 
arranged with a uniform 8D spacing, and the ambient windspeed is 10 m/s. 

Figure 11 shows the results for a single upwind/downwind turbine pair.  In this case, curtailing the operation of 
the upwind turbine is always detrimental to the total production. 

 On the other hand, for a large wind power plant consisting of many rows of turbines, curtailing the operation of 
the upwind turbines may provide a slight benefit.  Table II compares the baseline and optimal blade pitch set-points, 
to the nearest 0.2°, for a wind power plant with 11 turbine rows.  The total power output is increased 0.5% by 
derating the upwind turbines.  The turbulence intensity is also decreased by a couple percent.  This hints that there 
may be something to be gained from the strategy; though the margin of uncertainty in the analysis is larger than the 
potential effect. 

 

Figure 11: Axial induction control of a single upwind/downwind pair of turbine rows, according to the distributed-thrust boundary layer model of 
flow through a wind power plant. 

4. Conclusions 

An engineering method has been developed for predicting the influence of control actions on the flow through a 
wind power plant.  The physics are simplified, not by superposing axisymmetric wakes as in Jensen-type methods 
[15], but by representing the turbines as a distributed drag on the atmospheric boundary layer.  This perspective – 
this way of representing the physics – gives windspeed and turbulence profiles which capture some of the important 
trends seen in experiments and high-fidelity CFD analyses.  The resolution of the simplified boundary-layer method 
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Figure 11: Axial induction control of a single upwind/downwind pair of turbine rows, according to the distributed-thrust boundary layer model of 
flow through a wind power plant. 

4. Conclusions 

An engineering method has been developed for predicting the influence of control actions on the flow through a 
wind power plant.  The physics are simplified, not by superposing axisymmetric wakes as in Jensen-type methods 
[15], but by representing the turbines as a distributed drag on the atmospheric boundary layer.  This perspective – 
this way of representing the physics – gives windspeed and turbulence profiles which capture some of the important 
trends seen in experiments and high-fidelity CFD analyses.  The resolution of the simplified boundary-layer method 
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Table II: A comparison of default (at left) and optimal (at right, to the nearest 0.2 deg) pitch settings in a large turbine array, with the objective of 
maximizing production.  The array is 11 turbines deep, and infinitely wide.  The terrain is flat, the ambient hub-height windspeed is 10 m/s, and 
turbine spacing is a uniform 8D.  Pitch angles are given in degrees, hub-height windspeed in m/s, and power in MW per column of turbines. 

Turbine β Vh I P β Vh I P 
1 0.0 10.00 0.086 7.106 1.0 10.00 0.086 7.033 
2 0.0 9.60 0.101 6.371 1.0 9.62 0.101 6.344 
3 0.0 9.36 0.113 5.902 1.0 9.39 0.111 5.900 
4 0.0 9.17 0.121 5.563 1.0 9.21 0.119 5.576 
5 0.0 9.03 0.127 5.301 1.0 9.07 0.125 5.326 
6 0.0 8.91 0.131 5.094 1.0 8.96 0.129 5.126 
7 0.0 8.81 0.134 4.926 0.6 8.86 0.132 4.992 
8 0.0 8.72 0.137 4.787 0.6 8.77 0.134 4.845 
9 0.0 8.65 0.138 4.670 0.4 8.70 0.136 4.734 

10 0.0 8.59 0.140 4.571 0.0 8.63 0.138 4.639 
11 0.0 8.54 0.141 4.485 0.0 8.57 0.140 4.538 

Total    58.775    59.052 
 
 
is coarse, not accounting for the precise placement of turbines relative to the wind; rather, it gives results which are 
valid for winds averaged over a sector of some degrees.  This is not as severe assumption as it may seem, since the 
wind direction in a large wind power plant is, in reality, not a perfectly consistent and definable quantity. 

Approximating the influence from one turbine to the next by constant coefficients, whose values are a function of 
the particular turbine operation, spacing, and mean flow conditions, a linear approximation to the boundary-layer 
analysis is obtained.  Dynamic flow is added to the linear steady-state analysis by, first, using an effective value of 
thrust, based on dynamic induced velocity in the rotor wake; and second, considering the convection delay from one 
turbine to the next.   

The present engineering method is intended for preliminary design and tuning of wind power plant controllers, as 
well as for generating hypotheses which may be tested by experiments and more refined analyses. 
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