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ABSTRACT ARTICLE HISTORY
Several studies have pointed to the difficulties of obtaining good Received 2 March 2017
data on train ridership. This paper is a literature review on how the Accepted 3 January 2019
number of travellers on trains are measured, including technologies KEYWORDS

and practices for measuring actual ridership. There are a number of Railway; ridership; number
publications and practical work done on estimating ridership. We of passengers; train;
find there are several technologies that can be applied for measuring evaluation

ridership on trains. The technologies and approaches include (1)

Manual counts and surveys, (2) On-board sensors such as door

passing, weight, CCTV and Wi-Fi-use, (3) Ticketing systems, ticket

sales or ticket validation, and (4) Tracking of travellers for larger part

of the journey, e.g. by mobile phones and payments. Data from on-

board sensors and ticketing systems are both managed by public

transportation providers. By contrast, surveys, payments statistics

and mobile phone data may be available to stakeholders outside

the public transportation system, which can be an advantage, as

access to ridership data can be an issue for business reasons.

Furthermore, mobile phone data appears as an interesting option,

as they can track complete journeys. New technologies, and espe-

cially mobile phone data, are therefore of special interest in future

uses of ridership data for evaluations and quality assessments.

1. Introduction

Access to good relevant data can be a challenge when evaluating railway investments
(Frumin, 2010; Volden & Samset, 2013). This may seem like a paradox, when the volume
of data and different sensoring technologies are maturing. In this paper, we discuss to what
extent different technologies have the potential to provide information on train ridership.

Information about ridership in public transportation has long been an issue
(Vuchic & Newell, 1968). In a long-term perspective, we are interested in this type
of data for use in the evaluation of major transport infrastructure investments, such as
new double tracks, railway tunnels, new timetables or fare changes. You may measure
the change in travel time from home to work (and vice versa) and changes in travel
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patterns before and after a major investment in new railway lines for a larger
population, which is a suitable way to evaluate the effect of the investment project on.

According to OECD (2002), evaluation can be defined as a systematic and objective
assessment of an ongoing or completed project, program or policy, its design, imple-
mentation and results. Scriven (1991) use another definition, stating that evaluation is
the process of determining the merit, worth or value of something. Data quality and
availability are key issues in evaluations (Olsson & Bull-Berg, 2015; Parthasarathi &
Levinson, 2010; Small, 1999), and access to good relevant data is a common challenge in
project evaluations. This may seem like a paradox, as the volume of data generally
increases. The Norwegian Ministry of Communication requests ex-post cost-benefit
analyses to be carried out five years after major transportation infrastructure projects
are finished. These evaluations are typically made based on the situation at one point in
time. New types of data can add both precision and new perspectives to evaluations
(Tanaka, 2015). There is, for instance, a potential to generate information about travels
that involve different modes of travel.

We review how the number of travellers on trains are measured, including technol-
ogies and practices for measuring actual ridership. New technologies are of special
interest and especially mobile phone data. There are a number of publications and
practical work done on estimating ridership, including estimating changes in ridership
due to different changes such as new infrastructure. While predicting a future change
naturally is more difficult than to measure an existing situation, obtaining good data on
the numbers of travellers on trains is not a trivial task. In addition, experience shows
that detailed information on ridership is frequently considered to be business con-
fidential information from the train operator’s point of view.

2. Analysing ridership on trains, quality assessments and Big Data
applications

Two major challenges arise in the process of obtaining data on ridership. One issue is
that train operators often treat such data as confidential business information, especially
high-resolution data (Vigren, 2017). A second issue is that the data that is available tend
to vary in both quality and coverage. The unreliability of ridership data has been
addressed in the previous research, such as Fowkes, Nash, and Whitening (1985),
Chu and Chapleau (2008), and Kezi¢ and Durango-Cohen (2018).

There is currently a focus on digital transformation in railways (Pierigud, 2018), for
instance, within safety (Parkinson & Bamford, 2016), freight transport (Green, 2017)
and maintenance (Tute, 2018). Several undertakings and programs focus on this
transformation, including Shift2Rail Joint Undertaking, Britain’s Digital Railway, and
Network Rail’s Offering Rail Better Information Services (ORBIS) program. Ongoing
digitalization of railways open opportunities for new and expanding measurements of
ridership. As an example of the possibilities following digitalization and technological
development, Mabrouk and Zagrouba (2018) review how video surveillance system can
be used to map behaviour, including travellers on train stations. In the following, we
briefly review some of the background for Big Data in transportation and implications
for ridership measurements, including quality assessments.
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2.1. Big Data in telecommunication and transportation

The term ‘Big Data’ is increasingly becoming mainstream and its usage is no longer limited
to a finite set of industries. The term has evolved over the years and as defined by De Mauro,
Greco, and Grimaldi (2016): Big Data represents the information assets characterized by
such a high volume, velocity and variety to require specific technology and analytical
methods for its transformation into value. While accessibility to Big Data is on the rise,
however access to such large chunks of information provides challenges of estimation,
integration, and validation (Toole et al., 2015). On one hand, Big Data is attractive in the
sense that it can be extracted instantaneously at a low cost and the available samples are
long-running and cover multiple aspects simultaneously. On the other hand, the sheer size
of the data means that it lacks the contextual demographic information pertaining to
privacy, resolution of data and inherent noise (Toole et al., 2015).

The type of Big Data that is extracted from cellular data is labelled as ‘digital breadcrumbs’
by Pentland (2012). This type of data consists of numbers and facts and is structured as it is
comprised of datasets of variables which can be easily tagged and categorized. The data are
employed itself by the Telecommunication companies and the trend to utilize Big Data in such
organizations is gradually increasing. According to Bughin (2016), the five functional domains
in which the telecom industry uses Big Data is; sales and marketing, customer care, compe-
titive intelligence, network load optimization, and supply chain optimization. Zheng et al.
(2016) suggest application areas of Big Data in transportation, that includes transportation
analytics and forecasting with social signals, and crowdsourcing mechanisms for transporta-
tion through social media. They also classify the analysis approaches into three main types; i.e.
Statistical Analysis, Data mining and Visual Analytics.

In the transportation sector, owing to the inability of the current methods to predict the
real-time traffic growth and trends, there is a growing focus in developing smart, efficient,
as well as sustainable, transportation systems. The reason for this is twofold. On one hand,
it shapes the strategies and operational models, planning and service quality of transport
companies. On the other hand, it is imperative in detecting the needs of individual users in
terms of time efficient, adaptive travel planning and support of mutually beneficial social
behaviour (Fiosina, Fiosins, & Miiller, 2013). Utilizing Big Data can prove to be vital
towards developing sustainable and environment friendly transport systems.

2.2. Use of information about the number of travellers

The number of travellers is a measure of demand for transportation services. Ridership
is an important factor when analysing public transportation, including trains.
Information on ridership is also important for business planning and evaluations.
However, train operators frequently consider such data as business confidential infor-
mation, especially in high resolutions. In addition, the data that actually is available is of
varying quality and coverage (Fowkes et al., 1985).

Boyle (1998) summarize four main reasons for why ridership data is collected:

e ridership is reported to external funding and oversight agencies.
e it monitors trends over time.
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e ridership is a key performance indicator at various levels of the transportation
system.

e ridership data helps to identify locations with the greatest boarding and alighting
activity.

Train ridership is influenced by a number of factors, including fares, transit time,
transit comfort characteristics and feeder accessibility of transit, price and service
characteristics of the competing modes, seasonal variations and monthly working day
variations, as well as socio-economic conditions of the service areas in the medium or
long-term (Doi & Allen, 1986).

There has been significant discussion about actual ridership on trains and urban rail.
Several authors claim that ridership is systematically overstated by traffic demand
models and project promoters (Altshuler & Luberoff, 2003; Flyvbjerg, Bruzelius, &
Rothengatter, 2003; Parthasarathi & Levinson, 2010). These studies typically focus on
factors influencing the inaccuracy in forecasts. However, we dare to claim that few
researchers have focused on inaccuracies in ridership data.

2.3. Quality assessment and improvement of passenger transportation by train

Multiple criteria decision-making (MCDM) are methods applied in quality assessments
and improvement of passenger transportation. Such methods can be applied to evaluate
railway quality from both a passenger perspective and seen from the railway organiza-
tions. To begin with, we provide examples of MCDM in a passenger perspective, which
is an area where ridership information is highly relevant.

Maskelitinaité and Sivilevi¢ius (2012) examine the criteria describing the quality of
passenger transportation and determine their significance by applying the method of
comparative analysis, i.e. the Analytic Hierarchy Process (AHP) method. Ranks are
assigned to the criteria by train passengers, service staff and administrative staff. These
are criteria for train elements and technical state of railway tracks, for railway trip
planning and technology, for a price of a trip ticket, and for a safe railway trip. They
offer an algorithm for displaying the quality of train travel.

Chen, Leng, Mao, and Liu (2014) study passenger transfer capacity, which is one of
the fundamental requirements to validate designs and ensure efficient operations at
large transport terminals. The study focuses on the transport terminals at major cities
where a number of transport services connecting local and inter-city traffic convert.
They propose an integrated weight-based multi-criteria evaluation on transfer perfor-
mance at large integrated transport terminal, as a robust and flexible method. The
evaluation is developed by the formulation of criteria systems and integrated perfor-
mance factors. The methodology is verified through a case study on the Beijing South
Railway Station in China, verifying the feasibility and effectiveness of the method.

Paha, Rompf, and Warnecke (2013) explore determinants for customer choice
behaviour in passenger rail competition on two cross-border routes. The dataset was
collected by performing almost 700 interviews on-board trains on the two cross-border
routes. They estimate a multinomial Logit discrete choice model for demand, to analyse
the preferences of the interviewees for different long-distance transport services. The
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results imply that entry into the commercial passenger rail market may be more difficult
than often thought.

De Onia, Eboli, and Mazzulla (2014) analyse transit service quality on the basis of the
perceptions directly expressed by the passenger of the services. The experimental data
were collected in a survey conducted with a sample of more than 16.000 passengers. The
survey covered service characteristics such as safety, cleanliness, comfort, information,
and personnel. The tool used for evaluating service quality is a Classification and
Regression Tree Approach (CART). An important advantage of the CART model is
that is does not need to establish a functional relationship among variables as ordinary
statistical modelling techniques, such as regression models. Also, it can effectively handle
multi-collinearity problems. The existence of multicollinearity is very frequent in these
satisfaction surveys. Disadvantages are that the classification tree models are generally
‘unstable’ because the building of the trees is based on their seed number, which is
random, and therefore different trees could be obtained and the results might vary.

Batley, Dagray, and Wardman (2011) develop a dynamic model of rail demand at the
market level, yielding short and long-run elasticities with respect to lateness. The short-
run market-level model could possibly encompass a range of responses including
changes to departure time, ticket type, route, operator and/or mode. In the long-run,
the market-level could extend to an even wider range of responses, such as residential
location, car ownership and employment. Their primary contribution is reporting
estimates of the elasticity of demand for rail in response to changes in service perfor-
mance. They find that whilst rail travellers show considerable distain for experiences of
lateness, such experiences will not necessarily dissuade them from travelling by train.

MCDM methods can be applied to evaluate railway quality seen from the railway
infrastructure managers’ and train operators” perspective. Train ridership information is
a relevant parameter for such assessments. Maskelitinaité and Sivilevi¢ius (2014) suggest
a mathematical model for the evaluation of the train elements and technical state of railway
tracks. The influence of all the criteria on the trip may be evaluated by comprehensive
quality index (CQI) or quality index K. The model is used for calculating the values of each
of the criteria based on the normalized weight of the criterion multiplied by its variable.
They claim that the model and the techniques may be applied to determine the quality or
effectiveness of other objects or processes, which can be described by sets of criteria.

The control of train movement in large passenger railway stations is connected with
a number of specific problems, including delays to incoming trains. Solving these
problems has an impact on the quality of service provided to passengers at a station
and in the surrounding railway network. Janosikova, Kavicka, and Bazant (2014) study
the dispatcher’s decision-making process in the situations of delays to incoming trains,
which require the dispatcher to flexibly solve problems related to potential train routing
conflicts. The article models the dispatcher’s decision-making process using
a mathematical programming approach, which includes the operation scheduling and
platform track assignment in a large passenger railway station. The model can be
classified as a multi-criteria MIP model. The approach has two goals: to minimize the
deviations from the valid timetable, and to minimize the inconvenience caused to
passengers. The inputs to the model contain potential delays of incoming trains. The
outputs are assignments of platform tracks to arriving trains, and adjusted arrival and
departure times.
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Christogiannis and Pyrgidis (2014) investigate the impact of traffic composition on
the economic profitability of a new railway corridor, using a mathematical model.
Traffic composition denotes the percentile distribution of passenger and freight trains
in circulation on the railway infrastructure, where the possible compositions are mixed,
dedicated passenger trains and dedicated freight trains. The economic profitability is
characterized by the financial indicators net present value (NPV) and internal rate of
return (IRR) of the investment. Their results show that the basic criterion for the
selection of the optimum scenario concerns the characteristic of transportation
demand. Here demand of transportation is the type of goods being transported
(passengers and/or freight) and volume transported, meaning the number of passengers
or the number of tonnes transported per day.

3. Approaches for obtaining information about the number of travellers

There are several ways to obtain data on train ridership. Boyle (1998) found that most
US agencies use more than one method. Manual technologies have been in practice
from the start and were still surprisingly the dominant method of gauging passenger
count. Vuchic (2005) mentions that surveys and manual passenger counts are well
established in railway transit services to obtain information on passenger volume and
load counts. Railway agencies have relied on traveller surveys and manual counts to
collect data on train ridership.

Tanaka (2015) looks at the prospects of using Big Data in the railways. He suggests
technologies for measuring actual ridership, such as data collected at automatic ticket
gates, data of vehicle weight, positional data of individuals and data of numbers of
passengers in each station.

3.1. Traditional methods

According to Boyle (1998) more than two-thirds of the studied US transport agencies
used paper and pencil to collect ridership data. Almost as many used Electronic
Registering Fareboxes (EFR). Other applied methods were On-Board Surveys, Vehicle
Operator Trip Cards, Estimate from Passenger Revenue, Checkers and Hand-Held
Units, Automatic Passenger Counting (APC) and Smart Cards. They found that large
transport systems were more likely to rely on manual procedures. Smaller systems were
more likely to use ERFs. More advanced digital technologies such as APCs and smart
cards were used independently of system size.

The practicalities for conducting manual observations, storing and summarizing
them are well established (described in Vuchic (2005)). This has been the main data
source for the Norwegian railways. In addition, different travel behaviour surveys have
been carried out. Using surveys and manual counts provide transport organizations
with a reasonable snapshot of existing demand on their transport system. Increasing the
resolution of manually obtained information is typically costly and requires personnel
resources. A number of APC systems are therefore developed. According to Boyle
(1998), accuracy was a major concern in any data collection effort. The use of manual
techniques can result in errors both in the collection and registration phases. Such
errors tend to be random in nature.
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3.2. Technologies and methods for automatic passenger counting

According to Vuchic (2005), the most complete passenger counts can be obtained from
fully controlled stations. Fare collection systems are platforms for collecting passenger
fares and controlling access to the transportation service. There is a trend towards
automating the fare collection process, introducing Automated Fare Collection (AFC)
Systems. In addition to collecting fares, such systems can be used to track not only the
number of passengers, but also the entry and exit points for travels. Frumin (2010) use
such entry and exit data and develops a methodology for building an unbiased estimate
of existing travel patterns on the London Underground.

Automatic Passenger Counting (APC) is gaining popularity. An APC is an electronic
device, which accurately records boarding and alighting data on transit vehicles such as
trains. Sensors are located in the doorways to a vehicle. When a person passes, the
sensors count movements and determines if they are entering or exiting the vehicle.
Barabino, Di Francesco, and Mozzoni (2014) addresses the challenges with using APC
to measure ridership on busses. They mention some challenges, such as matching of
data to the bus stops, tackling anomalies, and building intelligible performance reports.

APC units are not needed on every vehicle in the fleet. Boyle (1998) found that the
eight agencies that make regular use of APCs equipped about 10% of their fleet with
APC units, and rotated these units throughout the routes in the system. APCs can be
based on different technologies. One way is using infrared lights above the doorways to
a vehicle (Chu, 2010). These beams cross the stairwells and are spaced so that the order
in which the beam is broken by a person determines if they are entering or exiting the
vehicle. Boyle (1998) mentions that another technology for APC is treadle mats. Mats
can be applied to the vehicle steps. They contain switches that close when the mat is
stepped on. The transitions of closing and opening switches and the times between
them determine passenger flows. They mention that in certain climates, treadle mats
can be difficult to maintain. Another technology for APC is the use of closed-circuit
television (CCTV) and intelligent people counters to log numbers of travellers getting
on and off a vehicle (Saponara, Pilato, & Fanucci, 2016). On-board CCTV is frequently
installed on trains for surveillance and safety. The technology can also be applied for
detection for people counting. Other methods include magnetic loop detectors and
automatic register plate recognition systems (Kujala, Aledavood, & Saraméki, 2016). All
these methods require physical equipment installation.

Dlamini (2011) quantifies the environmental impacts of the different rail ticketing
options available in Japan. For the different ticketing options, the author quantified the
energy requirement, environmental impact through an established indicator and the
associated CO, emissions. In terms of energy requirements, the environmental impacts
of the various ticketing systems from highest to lowest are; the paper ticket, the limited
use plastic ticket, the smart card with gate doors, and the smart card without gate doors.
Most energy is consumed by ticket-related machinery during standby time that con-
tributes 50-76% of the system energy requirement.

Nielsen, Frolich, Nielsen, and Filges (2014) present a method for estimating passenger
numbers based on electronic weighing equipment (EWE). EWE is installed in many
modern trains because it supplies data for the braking system. This information can be
used to estimate the number of passengers in the trains, as the weight of a train is a function
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of the number of passengers in the train at any particular time. Provided that the weighing
equipment is installed on a train, this can be a cost-efficient way of estimating ridership.
Nielsen et al. (2014) show that EWE-based monitoring can provide estimates with higher
accuracy than infrared sensor technology. The weighing system also has the potential to
provide a complete sample of weight, and thus ridership. According to Nielsen et al. (2014),
passenger distribution in the urban Copenhagen rail network is tracked based on
a combination of EWE and APC. The two systems provide complementary information,
as the weight-based estimation provides information about the total traffic volume and
automatic passenger counting provides information on passenger flow. The two systems
can also be used to do quality assurance of each other’s measurements.

3.3. Existing ridership measurements in Norway

The Norwegian National Rail Administration (Jernbaneverket, now Bane NOR) publish
annual reports on the Official Railway Statistics in Norway. The railway statistics
include aggregated data on the number of travellers, as well as passenger kilometres,
and the number of sold single tickets and monthly tickets. The practices for measuring
ridership is manual counting at chosen stations on each railway line.

In 2013, testing of APC system from the German Dilax began in Norway
(Zachariassen, 2014). The APC registers the number of people that embark and
disembark through each train door on every station, by means of sensors in the
doorways. Norsk Regnesentral (Norwegian Computing Center) has developed
a mathematical tool that will, based on the APC data, use a statistical model to calculate
the total number of passengers and to develop a model for generalizing the data from
the vehicles with APCs to be applicable for the complete train traffic system in the
greater Oslo area (Teknisk Ukeblad, 2014).

Several evaluations have mentioned the lack of ridership data as a problem.
Commissioned from Concept, Nilsson, Nystrom, and Pyddoke (2012) evaluated the rail-
way investment on a third and fourth railway track west of Oslo a few years after the
commissioning of the project. They commented that there was lack of information about
the number of travellers before and after the investment. The ex-ante evaluation had made
a forecast on how the number of travellers would change, which was based on conditions of
population increase and increase in employment and income. In the ex post evaluation,
they had aggregated data on the percentage increase of the number of travellers. However,
they comment on the lack of numbers that are consistent over time on the railway line.

3.4. New types of data

Hilbert (2013) proposes a classification of different types of data and data sources based
on tracking words, locations, nature, behaviour, economic activity, and finally tracking
other data. Related to the evaluation of buildings we suggest a division into the
following categories according to how data is collected or generated:

e Internet traffic, including activity on social media and data from search engines
e Movement-related data, and different visualizations, including pictures, video,
BIM models and maps
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e Physical environment, typically from different types of sensors
e Commercial activity, the use of payment services and consumption patterns

New types of data open many possibilities for the analysis of transport measures (Barabino
et al., 2014; Bianchi, Rizzi, Sadeghian, & Moiso, 2016). A significant portion of Big Data is
geospatial data, generated from sources such as mobile devices and RFID sensors. Geospatial
Big Data gives both opportunities and challenges, as discussed by Lee and Kang (2015). In
2012, Virginia Railway Express looked into the latest payment technologies to pilot at key
stations, as well as technology to verify ticket purchase and use along with ticket history
(Henry & Grant, 2012). The technology options included mobile ticketing, radio frequency
tags and Near Field Communication (NFC). The ticket database would be used for analytical
purposes such as ridership, travel patterns, boarding at particular stops, client use of facilities
by time of day, and other information that enables the providers to better plan their services.
They highlight that such solutions should allow for secure mobile phone ticketing with both
electronic and visual ticket verification with handheld devices. A key component is the ability
to support smartphone technology. This would include mobile devices utilizing the prevalent
versions of the mobile operating systems.

Travel time and ridership can be detected using GPS traces. These approaches are
indeed innovative and capture in detail individual travel behaviour, but are limited by
their sample sizes (e.g. number of volunteers) and currently face scaling difficulties
(Holleczek et al., 2014). Also, a low penetration of smartphones on a global scale and
limited access to GPS related information from Telecom Operators because of user
privacy policies also hinders this to be an effective mode for calculating travel times
going forward. Chaudhary et al. (2016) discuss collecting information about occupancy
level of public transportation system using the potential of smartphones. Smartphones
have inbuilt sensors like GPS which can be used to extract locational intelligence of the
commuters. They describe that collected information can be stored in a database for
analysis to obtain occupancy level patterns for different routes on different days. They
show that patterns observed are used to make predictions of occupancy level in a bus,
with an accuracy up to 92%.

Higuchi, Yamaguchi, and Higashino (2015) identifies a number of innovative use
forms based on mobile devices, including several technologies which typically are found
in smartphones. They mention, among other options, GPS, Wi-Fi, Bluetooth, FM
radios and sound recognition. Moreover, it has been showed that it is possible to detect
transportation mode based on the GPS sensor on mobile devices and knowledge of the
underlying transportation network (Stenneth, Wolfson, Yu, & Xu, 2011). Proximity
sensing can be based on logging of Bluetooth units. This is applied by the Norwegian
Road Authority (Olsson and Bull Berg, 2015).

Some studies using mobile phone data have been done. For instance, Xu, Shaw,
Fang, and Yin (2016), Kujala et al. (2016), Holleczek et al. (2014), Calabrese, Di
Lorenzo, Lui, and Ratti (2011), and Jarv, Ahas, Saluveer, Derudder, and Witlox
(2012) all show that cell phone data can be used to describe people’s movement
pattern. However, most studies have not focused on the rail in particular, but
typically addressing travel in general. Mobile phone datasets allow deriving
a statistical analysis of human activities at a fine level of details (Leo, Busson,
Sarraute, & Fleury, 2016). It has been shown that cell phone data can be used to
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derive good estimates of dynamic quantities, such as travel times, train occupancy
levels and origin-destination flows, for transportation studies (Aguilera et al., 2014).
Due to this reason, mobile phone data can be utilized in estimating the commuting
patterns and travel times for individuals.

There is a variety of approaches that can be utilized for calculating this information
by analysing the exchange of information between the mobile base station and cellular
network. Most studies perform some kind of trip extraction in order to extract the
movements relevant for traffic analysis from the raw cellular network data (e.g.
Alexander, Jiang, Murga, & Gonzdlez, 2015; Calabrese et al, 2011; Doyle, Hung,
Kelly, McLoone, & Farrell, 2011; Igbal, Choudhury, Wang, & Gonzdlez, 2014).
Because cellular network data can contain a lot of noise, there is no obvious definition
of what a movement/trip is (Gundlegard, Rydergren, Breyer, & Rajna, 2016). Hence,
trip extraction algorithms vary a lot among different authors. An origin-destination
matrix can be computed based on the extracted trips (e.g. Calabrese et al., 2011;
Larijani, Olteanu-Raimond, Perret, Brédif, & Ziemlicki, 2015). The aggregation of OD-
flows gives an estimation of the number of cell phone users that are travelling, however,
only those of the operator that provided the data (Gundlegérd et al., 2016). As a result,
this can only give information about how the travel demand distributes relatively
between different OD-pairs. To estimate the total travel demand in terms of the number
of people travelling, authors use different scaling factors (e.g. Alexander et al., 2015;
Calabrese et al., 2011; Igbal et al., 2014; Toole et al., 2015). Several authors have also
tried to reconstruct the specific travel mode and route that a user took for a trip, which
is challenging to classify. However, as Larijani et al. (2015) showed, detection of the trip
segments in which people take the metro is promising, because underground tunnels
are being served by dedicated base stations (Gundlegérd et al., 2016).

There are three main types of mobile phone data collected using the passive collec-
tion: Call Detail Records (CDR) data, Probes data and Wi-Fi data (Larijani et al., 2015).
CDRs contain anonymized traces of a user at approximate locations when the phone
communicates with a cell phone tower. Gundlegard et al. (2016) present new algorithms
for dynamic demand and route choice estimations, that enables efficient use of CDR
data for understanding mobility from a transportation planning perspective. Alexander
et al. (2015) present methods to estimate average daily origin-destination trips from
triangulated mobile phone records of millions of anonymized users. The records are
converted into cluster locations and inferred to be home, work or other depending on
observation frequency, day of week and time of day. They compared their method to
find origin-destination trips with travel surveys.

The advantage with mobile phone data is that it is automatically collected, and hence
more frequently and economic than travel survey data (Alexander et al,, 2015). In
contrast, the disadvantages with mobile phone data are the lack of information about
the traveller, like age, income or purpose of a trip.

3.5. Summary of approaches for ridership measurements

Cottrill and Derrible (2015) describe the current methods as sporadic and inefficient,
small sample sizes in relation to the target and a poor level of accuracy. Table 1 lists
a number of identified technologies for identification of the number of travellers on
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trains and other transport vehicles. There are many technologies for automatic data
collection of ridership, including measuring on-train loads from automatic measure-
ments of train payload weight, and data based on passengers passing through doors. We
find a potential to use mobile phones and Wi-Fi-based data. Furthermore, we find that
the majority of approaches are depending on access to a train station or rolling stock
equipment. In addition, we find that most technologies measure either number of
travellers continuously, or at entry- and exit points at train stations. Mobile-based
measurements can be applied independent of the traffic operators, and they have the
potential to measure complete trips, including several modes of transportation. These
features are two arguments in favour of investigating the measurement of ridership
using mobile phone technologies, even though there already exist several technologies
for ridership measures.

All of the data sources in Table 1, except manual counts and surveys, comprise of
data sets that can be characterised as Big Data, as they have the possibility to auto-
matically generate large amounts of data of high resolution. However, till now it has
been common to use arrays of information collected for instance by surveys, which is
typically not regarded as Big Data.

4. Future uses of ridership measurements for evaluations and quality
assessments

The term most usually used to define ridership is linked trips. Linked trips are
associated with total riders and gauges the actual number of complete trips from origin
to destination, which includes transfers. The fundamental advantage associated with
transportation investment is dramatically dependent on the extent of mobility it con-
tributes to. Energy savings, air quality contributions, congestion relief, offsetting road-
way infrastructure needs, etc., all require the transit services to be utilized by travellers
for these benefits to be captured (Polzin & Page, 2003)

Having established the fact that the travel time and its possible optimization are
based upon the modes of travel, whose individual usage patterns and density needs to
be scrutinized. The foremost reason to evaluate ridership is to determine that there are
multiple alternatives available for travellers and the particular mode of transport is
having the desired usage and impact as the investment was targeting. Transportation
mode inference is a tool to determine the transportation mode of an individual traveller
or a group of travellers, based on the speed, travel time or other information that can be
collected from their trips. This tool has been used to provide traveling services, manage
transportation and plan cities (Wang, Calabrese, Di Lorenzo, & Ratti, 2010). Analysing
ridership is imperative for policymakers, understanding how various factors affect
transit ridership is crucial to the development of robust policies that will match the
goals of sustainable transport (Choi, Lee, Kim, & Sohn, 2011), business planning
revenue estimation and taking measures for the future are also reasons for looking
into ridership analysis. Stasko, Levine, and Reddy (2016) summarize the application
areas of ridership data. These areas are: setting regular scheduled frequency, designing
supplemental service during events and construction, planning system expansions, and
determining the need for additional station exit capacity, assessing impacts of service



diysiapi Jo JuswaINseaw 1da11pu|
YI0MIaU Yded 10y
sbo| a1esedas "Aoeand |euosiad
*9dUdLadXd dIIU]

s19sn dde Ajuo sainsea|y

Y10033n|g pa|qeUd
Yum syun ajiqow Ajuo sayiuap)

14-IM JO S13sn Ajuo sainsespy
uawdinba

uolepl|eA 13213 salinbay
S39d13 d1pouad
Buisn sduy jenpiaipul Ayiuapl

0} }NdWIQ "OAIMSUSS Ssaulsng
‘paj[eisul

Apealje si A1DD ey sainbay

"pajjelsul Apeaije

S| ainseaw yb1am eyl salinbay
juawdinba
sey A|jed1dAy 193} dpIyan

J0 ued e AjuQ ‘uone|jeisul Jo 350D
Ajsnonuruod ainseaw

JouuR) 'SIUNOSAI [enuew salinbay
Aoeandoe

Buifiea s931nosas [enuew salinbay

ylomau Kemjrel
10 UleJ} 0} SS3208 1D3IIP OU P3N

siomiau Aemjel
10 UJeJ} 0} SS3IDR 1IAIIP OU P3N

juawdinbs jeuonippe ou pasN

uonedoj a|qixs|4
‘(p3|jeisul Apeasje
#) wawdinba Jeuonippe oN
13 pue A1ud yloq
Alqissod ‘sdu [enpiaipur sayiuap

juswdinbs |euonippe ou pasN
‘(pajeasur Apeasje

1) wswdinba |euonippe oN
s|enpiAlpul
AJuap! Jou pas “(suresy

Mau uo) Juswdinba |euoippe oN

a)eInddY
uoljewlojul Jo
Keuse ue 133(|0> 0} paJojiey 3q ue)

paysiiqeisa

Jabeuew
uonoesuesy juswAied

Joresado

yiomiau auoydaay 3jiIqop

slojelado

92IAI9s Modsues)
juswdinba
9de(d 03 Aloyine

pue ssadde sey Oym auQ

siojesado
921M3s podsuel|
uonesjuebio

S9|es 9dIAIeS toamcm‘_._.

uonesiueblo

S9|es 9dIAISS uodsuel|

siojesado
921AI9S Modsues )

siojerado
92IAI9s Uodsues)

slojerado
921195 1odsues)

Aanins bundnpuod wdlD

siojerado
92195 Modsues)

AyAnde [eRIBWWOd
0 sjulod USIMIDY SIUSWSAON

}40M1au Ul JuswaAOW
pue ‘uoinels aseq 0} Pa1d3UU0d SUUN

jun Jo uonedoT
Buissed suun jo saquinN
Kjsnonuiuod
‘pa1d3UuU0d S)UN JO Jaquiny
suonels 1xa pue Aiu3j
SEYRIN
Ajyiuow 1oy 3Ixd pue A13ua ulepy

*s19yd11 9|BuIs uo uoneunsap -ulblLO

Ajsnonupuod ajdoad jo saquinN

Ajsnonupuod ajdoad jo JaquinN

siaquinu 3xa pue Aug
paiojie

ainseaw juod 3|bulg

|9AR1}
01 UOI1D3UU0D Ul
suonoesues) juswieqd

Joresado
HI0MIBU B[IGO
(D10
SdD) UOID3IBP [aAeI]

uoniubodas
yjo01an|g

14-IM\ Ules} 01 uo
pabboj suun jo ‘oN

juawdinba
uoneplijea 1311

ejep sa|es

ALDD pieog-uQ

wisAs
|043U0 ¥203s Buljjoy

Buissed 1oop

Jo Buibbo| dnewoiny

salleuuonsanp

|]ouuosiad pieog-uQ

SJ13s11e)S JudWAed
elep

uoleys aseq d|IqOWN
dde suoydyews

Jojesado ures|

Buisuas Awixoid

asn 14-IM

osn 1911

sa|es 11|

Buunod oapIp

wbiam 3pIyaA

si00p jo buissed
skaning

Sjunod |enuep

SSaUMRIM yibuang J3UMO eleQ diy jo ueq 921n0g diysiapis uo 101edipU]

12 (&) A ©.SORENSEN ET AL.

‘Juawainseaw diysiapu oy saydeosdde pue saibojouyday paipnis jo Alewwns | 3jqe]



URBAN, PLANNING AND TRANSPORT RESEARCH 13

management decisions on travel times, computing passenger-based performance
metrics (e.g. waiting time and travel time) and reporting to outside agencies.

There can be countless travelling scenarios for a person travelling between two
points. The travel scenarios and travel times between an origin and destination point
are typically systemized as origin-destination estimations and matrices (Frias-Martinez,
Soguero, & Frias-Martinez, 2012; Igbal et al., 2014; Vuchic, 2005; Wang, Attanucci, &
Wilson, 2011). Two common cases of travel scenarios will be

e Work to Home
e Home to Work

The path taken in either direction involves a combination of travelling modes. Public
transport will be taken into consideration for people travelling to work and vice versa,
and the focus will be on the railway. This can be illustrated by the path described in
Figure 1. The journey from Work to Home for an individual may consist of:

¢ Getting from Home to station C
e Train journey from C to A

e Interchange at station A

e Train journey from A to B
Getting from B to Work

Mobile phone data has the potential to reveal transport patterns and not only measure
the volume of traffic at those points where there is a count. One can also seek explanations
by combining ridership data with, for example, data on punctuality or weather data.

Bull-Berg, Olsson, and Serensen (2017) have done some analyses of train ridership based
on mobile phone data. With reference to Figure 1, they looked at the number of handset
counts that are likely to be related to train passengers at selected points, like A, B, C and
D. Next step will be to obtain data showing flow between base stations, such as from A to B in
Figure 1. This is interesting in general, and in particular, if there is a transfer point between

\
Home

Figure 1. lllustration of travel patterns.
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A and B. Even more interesting would be to look at flows between like home’ areas and likely
‘work’ areas. This is interesting in itself, but particularly in an evaluation perspective to
compare total travel time before and after an investment.

The long-term vision is to utilize mobile data in estimating the benefits of large transport
investments. The possibilities to look at different parameters associated with transport is
huge, such as traffic density, commuting patterns, utilization percentages of specific train
lines, capacity analysis to name a few. Moreover, the usage of mobile data may not only be
limited to railways but expanded to other modes of transport as well. Multiple large
infrastructure projects are ongoing in Oslo and its neighbouring areas, the vision is to
investigate how mobile phone data can be used in future evaluations of these projects.

Mobile phone data can serve as a reliable data source to estimate benefits and analyse
the real-time impact of such projects. It can be utilized for calculating stats and facts in
alternative analysis and justifying the opportunity space as well as benefit calculation
and providing more information to counter the uncertainties. Post evaluation or ex ante
evaluation is also a mandatory requirement for Norwegian Government which includes
cost benefit analysis. Mobile data thus have the potential to replace the traditional
survey data in these evaluations to provide real time information at the point of
evaluation. The total time for the complete journey needs to be estimated, the analysis
for travel time during different phases of the journey can also be looked into if needed
and the causes for increased or factors for optimal travel times can be looked into once
these statistics are available for different regions. In accordance with the factors men-
tioned above the travel time can be a vital input in project evaluations and can serve as
a baseline for planning, scheduling, reporting, finance as well as public affair teams for
the train operator.

5. Conclusion

The paper has reviewed how the number of travellers on trains is measured, including
technologies and practices for measuring actual ridership. Furthermore, our study has
investigated the potential for using mobile phone data to describe travel patterns that
include train travel. We find that there is a set of technologies that can be applied for
measuring ridership on trains. The technologies and approaches include:

Manual approaches, such as manual counts and surveys (based on interviews,
questionnaires, etc.)

On-board sensors, such as door passing, weight, CCTV and Wi-Fi-use

Ticketing systems, ticket sales or ticket validation

Tracking of travellers for a larger part of the journey, such as tracking of mobile
phone and payments

Use of on-board sensors is established. However, it mainly measures ridership on
individual rolling stock units. It is less suitable to measure multi-mode journeys, or
even transfers between lines in a train system. Ticketing systems can measure journeys
within the ticketing system, which can cover both transfers between lines and between
travel modes within the same public transport system. However, it requires ticket
validation at entry and preferably also at the exit. Both on-board sensors and ticketing
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are data that are managed by the public transportation providers. They may not
necessarily be available to others, such as evaluators.

Tracking of travellers for larger parts of journeys can be done by traditional surveys.
It is costly and is depending on response rates. It also measures people’s stated
preferences and impressions of their travel time. Payment tracking requires access to
payment statistics. It only records electronic payments, and only records visit to
commercial areas. Surveys, payments statistics and mobile phone data may be available
to stakeholders outside the public transportation system, such as evaluators and others.
Finally, mobile phone data appears as an interesting option. It can track complete
journeys, with accuracy on the level of coverage of base stations, or even more accurate
if apps allowing for GPS tracking are used.
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