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PREFACE

This book contains all manuscripts approved by the reviewers and the organizing committee of the
12th International Conference on Computational Fluid Dynamics in the Oil & Gas, Metallurgical and
Process Industries. The conference was hosted by SINTEF in Trondheim in May/June 2017 and is also
known as CFD2017 for short. The conference series was initiated by CSIRO and Phil Schwarz in 1997.
So far the conference has been alternating between CSIRO in Melbourne and SINTEF in Trondheim.
The conferences focuses on the application of CFD in the oil and gas industries, metal production,
mineral processing, power generation, chemicals and other process industries. In addition pragmatic
modelling concepts and bio-mechanical applications have become an important part of the
conference. The papers in this book demonstrate the current progress in applied CFD.

The conference papers undergo a review process involving two experts. Only papers accepted by the
reviewers are included in the proceedings. 108 contributions were presented at the conference
together with six keynote presentations. A majority of these contributions are presented by their
manuscript in this collection (a few were granted to present without an accompanying manuscript).

The organizing committee would like to thank everyone who has helped with review of manuscripts,
all those who helped to promote the conference and all authors who have submitted scientific
contributions. We are also grateful for the support from the conference sponsors: ANSYS, SFI Metal

Production and NanoSim.
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BUBBLE GENERATED TURBULENCE IN TWO FLUID SIMULATION OF BUBBLY
FLOW

M. Philip SCHWARZ" , Yuqing Feng', Peter J. Witt'

TCSIRO Minerals Resources, Clayton, AUSTRALIA

* E-mail: phil.schwarz@csiro.au

ABSTRACT

Bubbly flows are central to many processes in the minerals
extraction and metal production industries, mainly because they
enhance heat and mass transfer rates. These transfer rates
depend on the turbulence level in the multiphase flow. Bubbles
rising in a liquid give rise to an additional component of
turbulence in the continuous phase, known as bubble-induced
turbulence. Various models have been proposed in the
literature to account for this mechanism in two-fluid Reynolds-
averaged (RANS) simulations of bubbly flow, but there is
considerable uncertainty about the form of terms that should be
added to account for the effect, and even the flow physics
underlying the phenomenon is poorly understood. Simulations
are carried out of flow around a simplified bubble arrangement
in order to clarify this flow physics, to allow a consistent
definition of bubble-induced turbulence, and to point the way
to a reliable determination of the source terms. It is argued that
a component of the fluctuations due to flow around bubbles
should not be considered to be turbulence since the energy of
these fluctuations is actually recoverable. This fact seriously
complicates efforts to obtain bubble-induced turbulence from
experimental velocity measurements or direct numerical
simulations. Simulations of flow around a bubble using the
SST turbulence model allow the prediction of the source of
actual bubble-induced turbulence for a single isolated rather
than the pseudo-turbulence related to bubble motion. The
source of actual turbulence for an isolated bubble of diameter 5
mm with a mobile interface is predicted to be very small, while
for an immobile interface, a finite source is distributed in the
wake of the bubble. The source of “bubble-induced” turbulence
for a bubble swarm is a more complex issue, but the present
simulations can give insights and point the way forward to a
more complete formulation.

Keywords: Multiphase flow, bubble induced turbulence, two
fluid simulation, turbulence kinetic energy, CFD.

NOMENCLATURE

Greek Symbols

Volume fraction, [-].

Dissipation rate of turbulence energy, [m?/s’].
Empirical constant, [-].

Kinematic viscosity, [kg/m.s].

Mass density, [kg/m?].

"R AR ®R

Dynamic viscosity, [kg/m.s].
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7 Total shear stress, [kg/m.s?].

Latin Symbols

b, Coefficient, [-].
Coecfficient, [-].
C, Drag coefficient, [-].

G

C,,, Virtual mass coefficient, [-].
d, Bubble diameter, [m].

k Kinetic energy of turbulence, [m?/s?].

p Pressure, [Pa].

T Tensor stress, [kg/m.s?].
U, Bubble slip velocity, [m/s].

U Velocity, [m/s].
y Coordinate perpendicular to velocity, [m].

Sub/superscripts

BI Bubble induced.
BITBubble induced turbulence.
g Gas.

!l Liquid.

t  Turbulent.

INTRODUCTION

Many processes in the chemicals and mineral processing
industries involve injection of bubbles into a liquid,
either as a direct reagent or to induce flow and mixing.
Examples include bubble columns, three-phase fluidized
beds, mineral flotation cells, some intensive smelting
processes, as well as numerous specialized processes
such as ladle refining, aluminium smelting, and so on.
Computational Fluid Dynamics (CFD) modelling is a
powerful tool to assist design and optimisation of such
processes, but the complexity of the multi-scale flow
involved means that approximations involving
‘modelling’ of micro- and meso-scale phenomena are
required in order to simulate large-scale industrial
systems (Schwarz and Feng, 2015).



In large-scale chemical and mineral reactors of the sort
mentioned above, heat and mass transfer phenomena are
usually central to the process operation. Bubbles can play
a critical role here, both in participating directly through
chemical reactions, and also by stirring the liquid. For
example, in bubble columns and mineral flotation
columns, the buoyancy of bubbles results in large-scale
mixing within the reactor. At the same time, bubbles
cause mixing at a wide range of length scales in such
reactors, leading to local enhancement of heat and mass
transfer rates, as well as overall mixing. So the ability to
design and control the bubble flow and the associated
transfer phenomena is crucial to the successful operation
of such a process. This is the reason there has been an
increasing trend of applying detailed multi-dimensional
CFD modelling of the two-phase flow as a design tool.

The typical number of bubbles in large-scale reactors
such as bubble columns and flotation cells is huge, so that
direct simulation of the full detail of all bubble-liquid
interactions is still not computationally feasible. For this
reason, techniques have been developed in which the
Navier-Stokes equations are averaged over fluctuations
associated with individual bubbles. In this way, separate
averaged equations are obtained for the liquid and gas
phases, and for this reason, the approach is known as the
multi-fluid model, (see, for example, Spalding, 1981).
The gas and liquid velocity equations are coupled
through interaction terms, that can in principle be
determined as part of the averaging process. In practice,
the flow interactions are usually so complex that theory
and empiricism must be used to define and evaluate the
interaction terms. The primary interaction term is of
course drag, but there are several others such as the so-
called lift force.

Bubbly flow in large-scale reactors is almost invariably
turbulent. Because of the large scale and physico-
chemical complexity, industrial simulations still treat
turbulence in the flow using Reynolds averaging (the so-
called RANS approach), and so in this case averaging is
simultaneously carried out over fluctuations due to
turbulence and over those due to individual bubble
motion. Even in Large Eddy Simulations (LES), the very
large scale of the reactor relative to bubble size means
that sub-grid scale averaging occurs over both turbulence
and bubble-related fluctuations. These fluctuations are
coupled, in that bubble motion generates turbulence
directly at a scale comparable to the bubble size, that is,
so-called bubble-induced turbulence.

At this point it is important to distinguish between such
bubble-induced turbulence and turbulence generated by
decay of large-scale mean flows driven by bubbles. As an
example of the latter, bubbles concentrated into a bubble
plume can generate very strong upward flow, and the
resulting shear generates turbulence through the
conventional instability mechanism.

It is also important to distinguish bubble-generated
turbulence from turbulence modulation caused by
particles; this latter effect is generally understood to
mean the damping of turbulence that arises from drag
between particles by turbulence eddies. By contrast,
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bubble-generated turbulence arises from the disturbance
to liquid streamlines resulting from the movement of
liquid around bubbles. Crowe (2000) presented data that
indicates that turbulence enhancement occurs for large
particles/bubbles, whereas damping occurs for small
particles/bubbles. This paper deals with the enhancement
effect, and focuses on bubbles, but most of the results
would also be applicable to large particles.

Bubble-generated turbulence has been the subject of
several theoretical studies, but no generally accepted
formulation suitable for the multi-fluid model has yet
been developed. Furthermore, experimental studies of the
phenomena are few because of the difficulty of isolating
the effect from the multitude of other related ones. The
approach taken is usually a variant of that pioneered by
Johansen and Boysen (1988), in which a theoretical
expression for energy generation is modified by means of
a multiplicative coefficient, which is determined by
comparison of simulation results with experiment.

The theoretical approaches that have been used to
account for bubble induced turbulence are reviewed
briefly in the next section. The benefits and drawbacks of
each approach will be discussed. Then, a simple CFD
simulation for flow around a single bubble is discussed,
in order to better understand the assumptions behind
these theoretical approaches.

THEORETICAL APPROACHES TO BUBBLE-
INDUCED TURBULENCE

Bubble-induced eddy viscosity

The first estimate of the shear stress associated with
bubble motion was by Sato and Sekoguchi (1975), who
assumed that the total shear stress, 7, could be considered
to be the sum of three components: that due to liquid
viscosity, that due to momentum exchange resulting from
conventional turbulence, and that due to momentum
exchange resulting from bubble agitation:

du
T=pag(v+v, + VBIT)E

(M

where p; is the liquid density, o, is void fraction, v is
kinematic viscosity, and v; is turbulent eddy viscosity. A
two-dimensional configuration was analyzed in which &
is the mean velocity perpendicular to the y direction. To
evaluate the “bubble induced eddy viscosity”, veir, they
considered the liquid velocity fluctuations associated
with flow past a bubble (assuming two-dimensional
inviscid flow), as illustrated in Fig. 1. The fluctuations
are the difference between velocities indicated in Fig. 1,
and velocities in the flow without a bubble (or cylinder
in 2D). They then averaged these fluctuations over a
volume containing many such bubbles, to obtain:

@

VBIT = K.'adb Ub )

where «x is an empirical constant, a is gas void fraction,
and dp and U, are average values of bubble diameter and
relative velocity (or bubble slip velocity). Sato et al.
(1981) recommend a value of 0.6 for x based on



comparison with experimental data. They also point out
that Eqn (1) is just a Prandtl mixing length expression for
eddy viscosity in a wake behind a solid body based on a
mixing length and velocity deficit.

Figure 1: Streamlines for inviscid flow over a cylinder.

Turbulent stress due to bubble disturbances

Arnold et al (1989) carried out a similar but more
rigorous analysis for the turbulent stresses generated by
bubble-induced velocity fluctuations. Their analysis was
also based on inviscid flow, though in three dimensions
(i.e. around spheres). Because they take a more rigorous
approach to the averaging procedure, they obtain a much
more complex expression for the tensor stress, T, due to
bubble-related fluctuations:

T = a,I+ b,(U, — U))(U; — U)) + TS 3)
plus terms in the gradient of the slip velocity, which can
be neglected if the bubble size is locally uniform, as is
usually the case. Here I is the identity tensor, and U, and
U, are averaged gas and liquid phase velocities
respectively. The coefficients were found to be:
i )

3
a, = Eplag|Ug -U;

®)

1
b, = ZoP1%g

The last term in Eqn. (3), TS, is a second order function
of gradients of mean flow velocity, and is proportional to
agdy,?. The authors argue that this implies that the
effective eddy viscosity is also predicted to be
proportional to agdy?, and to mean velocity gradient. For
Stokes flow, Uy,  db, so it could be argued that the eddy
viscosity should be of a similar form to the Sato and
Sekoguchi [3] expression, eq.(1), except for the presence
of the factor dependent on velocity gradient.

It is important to understand that Sato and Sekoguchi
(1975) and Arnold et al (1989) (as well as various authors
who have followed this approach such as Nigmatulin
(1979)) consider the velocity deviations associated with
the flow of liquid around the sphere to be turbulence.
Now the assumption of irrotational flow around a sphere,
as used by these authors implies no dissipation. For a
single isolated bubble, the upstream and downstream
flows are (mirror image) symmetrical in this model, so
that while the liquid is associated with velocity deviations
as it passes the sphere (or as a bubble moves upward
through liquid), the energy associated with these
deviations is completely recoverable. Consequently,
these velocity deviations should not be considered to be
turbulence in the true sense. A rising bubble “carries”
these velocity deviations with it as it rises, so there is no
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source of turbulence energy and no dissipation. If these
deviations are indeed considered to be a form of pseudo
“turbulence energy”, the value of this energy is constant:
there is no net source or sink as bubbles rise.

If the flow is strictly inviscid, then there can be no “eddy
viscosity” associated with the bubble-generated velocity
deviations for a single isolated bubble. As a bubble rises,
liquid elements will oscillate as a result of these
deviations, but will then return to the original locations —
there will be no diffusion of fluid concentrations or
momentum, and hence zero effective eddy viscosity.

We argue here that even in less ideal flows where the
inviscid assumption is relaxed, a component of the
fluctuation energy associated with bubble rise will be
recoverable in the sense of inviscid flow, and should not
be counted as bubble-induced turbulence. We use the
term ‘“recoverable energy” to mean the pseudo-
turbulence component of the fluctuation energy that is
not dissipated.

Thus the fluctuations associated with bubble motion in a
real liquid (with viscosity) can be considered to consist
of two components. The first is the deformational motion
of streamlines around the bubble that can be predicted for
inviscid flow similar to that shown in Fig. 1. As
mentioned above, the kinetic energy of this component is
constant, and there is no source or sink. The second
component is the motion within the wake. Unlike the first
component these fluctuations are indeed dissipated, and
so are likely to resemble turbulence.

Since the turbulence kinetic energy is k = %u{u{, where

u; is the i-th component of liquid phase fluctuation
velocity and the summation convention applies, the
Arnold et al (1989) expression, eqs.(4) and (5), implies
that the kinetic energy of the disturbed motion around
bubbles (the pseudo-turbulence) is:

kg =+ ay|[Uy - Uy’ ©)
Lopez de Bertodano et al (1994) argued that since Eqn
(6) was based on inviscid flow for which the virtual mass
coefficient, C,y,, is Y4, and the turbulence energy relates
to the volume in the wake, the equation can be written
more generally as:

ket = 2 g Com U — Uy Q)

They have used a CFD model incorporating the Sato et
al (1981) bubble-induced eddy viscosity and Eqn (7) to
simulate bubbly pipe flow, and have then compared the
results with detailed measurements of velocity,
turbulence and void fraction. Note that Eqn (7) was not
used in determining eddy viscosity, but was needed to
determine the total mean fluctuation in velocity (or
equivalently the components of normal stress) for
comparison with data. The best agreement is generally
found for C,, = 2. This value is consistent with
theoretical calculations by Lance and Bataille (1991) for
oblate bubbles moving in helical paths, which yield
values between 1.2 and 3.4.



Extending the argument given by Lopez de Bertodano et
al (1994), the turbulence energy in the wake component
could be obtained by subtracting the pseudo-turbulence
component from total energy as estimated from the
virtual mass, in other words:

2
kg =2 ag(Cm = 0.5)[U, — Uy|". ®

They also argue that their comparisons between CFD
simulation and experiment suggests that C,, =2 for
bubbly flow in a pipe.

Lance and Bataille (1991) use a different argument. They
roughly estimate the wake contribution to the kinetic
energy from the dissipation rate, which is a fraction of the
work performed by the drag force experienced by the
bubbles,
£ ~ ayCq|Ug — U)|*/D. ©)

where Cy is the drag coefficient and D is the bubble
diameter, where the tilde here has the meaning
approximately equal to within a factor of order unity.
They then assume that the velocity fluctuations
associated with this dissipation have a length scale ¢y,
then the r.m.s. value of the fluctuations satisfies

Wy [y~ agCa|U; — UY|*/D. (10)
Lance and Bataille (1991) argue that Eqn (10) implies
that the energy associated with turbulence production in
the wakes should vary as a,?/3. This is different from
the normal linear assumption.

Lance and Bataille (1991) appear to have understood the
point we make that a fraction of the fluctuation energy
associated with bubble rise is recoverable and does not
contribute to real turbulence. They mention both
“inviscid pseudo-turbulent contributions” and “the
turbulent fluctuations produced by the wakes of the
bubbles”, but the descriptions are not precise, and in later
experimental work, the distinction is lost and the term
“pseudo-turbulence” has become synonymous with
bubble-induced turbulence = (Wijngaarden, 1998;
Hosokawa and Tomiyama, 2013).

The experimental LDA data collected by Lance and
Bataille (1991) imply that the turbulent fluctuations
produced by the wakes of the bubbles contribute only a
small part of the overall fluctuating kinetic energy, with
the vast majority contributed by the pseudo-turbulence.
This of course means that it is extremely difficult (if not
impossible) to determine an expression for bubble-
induced turbulence  from such  experimental
measurements. For the same reason, it would difficult to
determine an expression for bubble-induced turbulence
from direct numerical simulation of a bubbly flow. One
possible alternative approach would be to numerically
study the situation of flow around a single bubble, where
it may be easier to separate the contributions of pseudo-
turbulence and wake turbulence. This is the approach
followed below.
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Generation rate of turbulence energy

Since a two-equation RANS model such as k-¢ is often
used in industrial CFD modelling, it is natural to seek to
incorporate  bubble-induced turbulence into this
formalism. The approach has been to determine source
terms for the k£ and ¢ equations to characterize the bubble
effect.

The expression usually used for the rate of generation of
turbulence energy originates from analysis by Besnard
and Harlow (1988) and Kataoka and Serizawa (1989) of
the averaged two-phase Navier-Stokes equations. They
identified the fluctuations generated by the dispersed
phase as turbulence. The source term for this turbulence
was shown to be, under certain assumptions, to the
product difference between the mean velocities of the
two phases and the drag force:

S, =F,*(U,-U)) an
As argued above, the velocity fluctuations generated by
bubbles include both pseudo-turbulence as well as true
turbulence, so the suitability of this formula is suspect.
Nonetheless, many researchers have used it as the source
term describing bubble-induced turbulence in RANS
simulations of bubbly flow, though generally with an
empirically determined multiplying factor (e.g., Rzehak
and Krepper, 2013; Feng et al., 2015). Unfortunately, the
value of the empirical factor is found to vary over a very
wide range (two orders of magnitude) depending on the

data used, and this limits the predictive value of the
formula (Schwarz, 2015).

As discussed by Schwarz (2015) and Rzehak and
Krepper (2013), the source term for ¢ is even more
uncertain than that for k.

CFD MODEL OF FLOW PAST A SINGLE
BUBBLE

CFD model formulation

A CFD model of liquid flow past a single bubble is
developed and analysed to determine the strength of
wake turbulence. The model is transformed to a frame of
reference in which the bubble is stationary: this should be
a reliable approach except in cases where a substantial
spiralling motion occurs as the bubble rises.

The bubble is taken to be spherical, as would be the case
for high surface tension. The simulations for spherical
bubbles are useful as a base case, with which turbulence
generation by deformed bubbles can later be compared.

Bubble diameter is taken to be 5 mm, and the rise velocity
of the bubble is 0.2 m/s. The density and viscosity of the
liquid are taken to be those of water. Simulations are run
for both mobile and immobile bubble interface, by
applying respectively free-slip and no-slip boundary
conditions.



The CFD model is a transient Reynolds Averaged
Navier-Stokes (RANS) model applying the SST
turbulence model equations.

The inlet condition is taken to be constant velocity, and
the outlet condition is set to a so-called “outlet”, in which
pressure is uniform and the streamwise derivative of
convected quantities is zero. The computational domain
is taken to be a cylinder, with free-slip wall conditions
sufficiently far from the sphere that they should not
appreciably affect the flow (namely at 10 bubble
diameters).

The flow equations are solved using ANSY'S CFX.

Model results (immobile interface)

The flowfield computed by the CFD model for immobile
interface is illustrated in Figure 2 on a plane through the
centre of the bubble. The entire domain is larger than that
shown, but only the flowfield in the immediate vicinity
of the bubble is of interest. There is clearly some
asymmetry between upstream and downstream flows,
which indicates the effect of viscosity. The computation
is transient, but the computed Reynolds averaged flow is
almost steady, with only a slight oscillation in the wake.
Vortex shedding is expected to start for Reynolds number
around 300 (Wu and Faeth, 1994) whereas the Re for the
computed case is 1000. It is likely that the application of
a turbulence model delays the onset of vortex shedding,
and an LES or DNS simulation would undoubtedly give
a more accurate prediction of the transition. However, the
calculation and interpretation of a source of turbulence
becomes more difficult for the results of such
simulations. LES simulations will be analysed in the
future.

Figure 2: Computed flowfield past the spherical bubble
(immobile interface). Colour indicates speed (m/s).

Figure 3: Contours of turbulence kinetic energy (m’s?) for the
computed flow past spherical bubble (immobile interface).
Maximum value: 5.22 x 10 m?s?

Figure 3 plots contours of turbulence kinetic energy for the
computed flow past the immobile interface spherical
bubble, and Figure 4 plots contours of the turbulence
frequency. The spatial distribution of the generation term
for turbulence energy is plotted in Figure 5.

It should be mentioned that the standard k-¢ turbulence
model is not appropriate for this flow situation. Such a
model predicts relatively high levels of turbulence
generation in the boundary layer around the bubble,
including the leading surface. The SST model is known to
better capture flow in such boundary layers, and in fact,
predicts a laminar boundary layer in this particular case.
Turbulence generation only occurs in the wake.

Figure 4: Contours of turbulence frequency (s™!) for the
computed flow past spherical bubble (immobile interface).
Maximum value: 1.0 X 10? s’!



Figure 5: Contours of production rate of turbulence kinetic
energy (m’s) for the computed flow past spherical bubble
(immobile interface). Maximum value: 2.2 x 102 m?s™

Figs 3 and 5 indicate that the turbulence energy and
generation rate are distributed asymmetrically at this
instant of time. While there is some movement in these
zones as time progresses, they continue to be asymmetric.
This is related to slight asymmetry in the computed
flowfield which may be caused by an intrinsically unstable
flow, perhaps aggravated by asymmetries in the
computational mesh.

The total source of turbulence kinetic energy integrated
over the entire domain is 1.03 x 10" kgm?s.
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Figure 6: Computed flowfield past the spherical bubble (mobile
interface). Colour indicates speed (m/s).

Figure 7: Contours of turbulence kinetic energy (m?s2) for the
computed flow past spherical bubble (mobile interface).
Maximum value: 1.19 x 102! m?s2

Model results (mobile interface)

The flowfield computed by the CFD model for a mobile
interface is illustrated in Figure 6 on a plane through the
centre of the bubble. The lateral and longitudinal extent
of the wake region is reduced relative to that formed for
an immobile interface (Figure 2).

Figure 7 plots contours of turbulence kinetic energy for the
computed flow past the mobile interface spherical bubble,
and Figure 8 plots contours of the turbulence frequency.
The spatial distribution of the generation term for
turbulence energy is plotted in Figure 9. These plots clearly
indicate that the generation of turbulence energy in the
wake is insignificant for a mobile interface when the
bubble size is 5 mm.

Figure 8: Contours of turbulence frequency (s™!) for the
computed flow past spherical bubble (mobile interface).
Maximum value: 1.31 X 107 s’!



Figure 9: Contours of production rate of turbulence kinetic
energy (m?s®) for the computed flow past spherical bubble
(mobile interface). Maximum value: 2.0 X 10713 m2s3

DISCUSSION

As mentioned above, according to the turbulence model,
the total source of turbulence kinetic energy integrated
over the entire domain for the immobile interface bubble
of size 5 mm is 1.03 x 10° kgm?s>. One would expect
that this source term would be one component of the
source term for turbulence energy generated by the
bubble.

The mean flow shown in Figure 2 consists of two
components: the flow attached to the bubble whose
energy is recoverable, and the energy in the wake which
will contribute to the turbulence energy generated by the
bubble. There is no well-defined procedure for separating
these components, but we assume that the energy at two
diameters downstream can be taken to be the wake
energy. In this case (immobile interface bubble of size 5
mm) we find the energy source to be 1.26 x 10 kgm?s™.

Now the theoretical argument encapsulated in Eqn (11)
means that the turbulence energy generation should be
given by the product of drag and slip velocity. If we
assume that in steady state the drag force equals the
buoyancy force on the bubble, then we can readily
calculate the theoretical generation rate to be 1.28 x 10
kgm?s3. This is substantially greater than the turbulence
energy generation rate predicted by the CFD model. This
difference can be explained by the fact that the product
of drag and slip velocity is the total energy dissipation,
but only part of that occurs through turbulence
generation. The Reynolds number for the situation
modelled is relatively low, so one would expect that a
large fraction of the energy dissipation could occur
directly through viscous forces, rather than indirectly via
turbulence generation. After all, for laminar flow, the
entire energy dissipation is directly through viscous
forces. Thus, it appears that the theoretical formula often
used as a basis for estimating bubble-induced turbulence
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generation is not application for low Reynolds number
(i.e. small bubbles).

Simulations are presently being carried out for larger
bubbles, where it might be expected that higher rates of
turbulence energy generation occurs, and the theoretical
formula may better predict the generation rate. However,
bubbles of size 1 cm and larger (at least in water) are
subject to substantial distortion as they rise, so the
simplified method used here would not be appropriate
unless a greater surface tension was assumed.

The theoretical formula is even less applicable for the
case of mobile interface. As seen in Figures 7-9, the
generation rate of turbulence in this case is predicted to
be negligible for the SST turbulence model. In effect, this
flow is entirely viscous. Real bubbles will always have a
certain degree of immobility, and in the case of water
with surfactants, the interfaces can be substantially
immobile. Larger bubbles with mobile interfaces will be
subject to deformation, which will introduce additional
sources of turbulence generation.

The equivalent values of turbulence dissipation rate can
be computed for the SST model from turbulence energy
and frequency. For the immobile case, the total
dissipation rate is calculated form the CFD simulation
results to be 1.005 x 10" kgm?s. It is noteworthy that
this value is only slightly smaller than the total turbulence
energy generation rate. That is to say, almost all the
turbulence energy generated is dissipated locally, within
the wake attached to the bubble. Very little energy is
transported away from the bubble into the bulk flow.

CONCLUSION

Models proposed to account for bubble-induced
turbulence in two-fluid Reynolds-averaged (RANS)
simulations of bubbly flow have been reviewed, and the
assumptions underlying the models have been critically
assessed.

1. There has been a neglect of the difference
between so-called “false turbulence” (velocity
fluctuations attached to the bubble whose
energy is recoverable) and true turbulence
(fluctuations not attached to the bubble, which
can diffuse into the flow as modelled by the
transport equation for k).

2. The estimates of bubble-generated turbulence
by Arnold et al (1989) and others are entirely of
the false turbulence, since they assume inviscid
flow, in which the “fluctuation energy” is
entirely recovered.

3. Consideration of the false turbulence
component of the fluctuations raises very real
issues of definition of bubble induced
turbulence, and also implies that direct
measurement of real bubble induced turbulence
(using LDA for example) will be very
problematic.

4. Simulation of the rise of a 5 mm bubble
underlines how most of the fluctuation energy is
recoverable. Most of the energy dissipation is



through direct viscous dissipation, rather than
indirectly via generation of true turbulence.

5. Generation of true turbulence will undoubtedly
be greater for larger bubbles and intrinsically
unsteady bubble rise, but it is unclear whether
the conventional theoretical formula for
generation rate will be applicable, given that it
does not appear to apply in the case of 5 mm
bubbles.
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