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PREFACE

This book contains all manuscripts approved by the reviewers and the organizing committee of the
12th International Conference on Computational Fluid Dynamics in the Oil & Gas, Metallurgical and
Process Industries. The conference was hosted by SINTEF in Trondheim in May/June 2017 and is also
known as CFD2017 for short. The conference series was initiated by CSIRO and Phil Schwarz in 1997.
So far the conference has been alternating between CSIRO in Melbourne and SINTEF in Trondheim.
The conferences focuses on the application of CFD in the oil and gas industries, metal production,
mineral processing, power generation, chemicals and other process industries. In addition pragmatic
modelling concepts and bio-mechanical applications have become an important part of the
conference. The papers in this book demonstrate the current progress in applied CFD.

The conference papers undergo a review process involving two experts. Only papers accepted by the
reviewers are included in the proceedings. 108 contributions were presented at the conference
together with six keynote presentations. A majority of these contributions are presented by their
manuscript in this collection (a few were granted to present without an accompanying manuscript).

The organizing committee would like to thank everyone who has helped with review of manuscripts,
all those who helped to promote the conference and all authors who have submitted scientific
contributions. We are also grateful for the support from the conference sponsors: ANSYS, SFI Metal
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ABSTRACT

In this paper, an efficient ghost-cell based immersed boundary
method is introduced to perform direct numerical simulation
(DNS) of particulate flows. The fluid-solid coupling is achieved
by implicit incorporation of the boundary conditions into the
discretized momentum, thermal and species conservation
equations of the fluid phase. Taking the advantage of a second
order quadratic interpolation scheme, different boundary
conditions could be realized consistently in our ghost-cell based
immersed boundary method. The heat and mass transport in a
fluid-particle system is coupled through the solid temperature,
which offers a dynamic boundary condition for the fluid
thermal equation.

The present simulations are performed for three different fluid-
solid systems. The first one is the unsteady mass and heat
diffusion in a large pool of quiescent fluid. The solution of the
solid temperature development obtained from DNS is compared
with the “exact” solution obtained from a standard second-order
finite difference technique. Following that, we consider a
stationary sphere under forced convection. The steady state
temperature of the particle can be calculated from the fluid-
solid mass and heat transfer rates, which are obtained from the
well-known empirical Ranz-Marshall and  Frossling
correlations. The last simulation case is an in-line array of three
spheres, the so-called three-bead reactor. The computed
adiabatic temperature rise obtained from DNS shows good
agreement with the value calculated from the overall species
conversion ratio of the reactor.

Keywords: Direct numerical simulation, ghost-cell based
immersed boundary method, particulate flows, multiphase heat
and mass transfer.

NOMENCLATURE

Greek Symbols

a,f  Coefficients of Robin boundary condition.
ap Heat transfer coefficient, [W/m*K].

A Fluid thermal conductivity, [W/m/K].

Ur Fluid dynamic viscosity, [kg/m/s].

¢r Species conversion ratio, [1].

pr Fluid density, [kg/m?].

[0) General fluid variable.

AH,  Reaction enthalpy, [J/mol].

At Time step, [s].

AT, Adiabatic temperature rise, [K].

@y, rs Heat transfer rate from fluid to solid, [J/s].
@, f»s Molar transfer rate from fluid to solid, [mol/s].

Latin Symbols

a,b Coefficients in generic discretised equations.
cr Molar concentration, [mol/m?].

Cro Initial molar concentration, [mol/m?].

Crin  Inlet molar concentration, [mol/m?].

Cijk Coefficients in second-order polynomial.
Cor Fluid heat capacity, [J/kg/K].

Cos Solid volumetric heat capacity, [J/m*/K].

Cy, Convective heat transport per unit of volume,
[W/m?].

Cr Convective species transport per unit of volume,
[mol/m3/s].

Cn Convective momentum flux, [N/m?].

ds Sphere diameter, [m].

Dy Mass diffusivity, [m?/s].

Dy, Diffusive heat transport per unit of volume,
[W/m?].

Dy, Diffusive species transport per unit of volume,
[mol/m?/s].

D,, Diffusive momentum flux, [N/m?].

f Coefficient of Robin boundary condition.

g Gravitational acceleration, [m/s?].

km Mass transfer coefficient, [m/s].

n Unit normal vector, [1].

p Pressure, [Pa].

r Spherical coordinate, [m].

Ry Sphere radius, [m].

S Area, [m?].

Ss Particle surface area, [m?].

t Time, [s].

Ty Fluid temperature, [K].

Tr o Initial fluid temperature, [K].
T¢in  Inlet fluid temperature, [K].
Tf oyt  Outlet fluid temperature, [K].

T Solid temperature, [K].
u Velocity, [m/s].
|74 Particle volume, [m?].

x,v,z Relative Cartesian coordinate, [m].
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X,Y,Z Cartesian coordinate, [m].

Sub/superscripts
f Fluid phase.
s Solid phase.

INTRODUCTION

Fluid-particle flows are frequently encountered in a wide
range of industrial processes, such as chemical,
petrochemical and energy industries. Often these
processes are accompanied with significant heat effects.
Understanding the mass and heat transport processes in
such complex heterogeneous systems is of great
importance to improve performance and facilitate
optimal design of process equipment.

For prediction of particulate flows in engineering scale
equipment, accurate closures for fluid-solid interaction
are of utmost importance. This requirement has led to the
adoption of a multiscale modelling approach (van der
Hoef et al. , 2008), which offers the possibility to
compute and parameterize closures for application in
more coarse-grained models. With the development of
computational technology, DNS has become a powerful
tool to resolve all the details at the smallest relevant
length scales and quantitatively derive microscale
transport coefficients to gain fundamental insight in
fluid-solid interactions. In recent years the immersed
boundary method (IBM), as a branch of DNS, has
received a lot of attention. Taking the advantages of
efficient CPU/memory utilization and easy grid
generation, IBM is applied in various studies including
complex situations of moving particles, complex
geometries and deformable immersed objects (Fadlun et
al. , 2000; Udaykumar et al. , 2001; Tseng and Ferziger,
2003). Following the fluid flow equations, additional
equations for species and thermal energy transport can be
added using the same methodology.

The IBM was first introduced by Peskin for simulation of
blood around the flexible leaflet of a human heart
(Peskin, 1977). The main idea of this method is to use a
Cartesian grid for fluid flow simulation whereas the
immersed boundary is represented by Lagrangian marker
points. A forcing term is introduced to represent the
interaction between the immersed boundary and the fluid,
whose magnitude is taken such that the boundary
conditions are fulfilled in an interpolated manner. A
regularized Dirac delta function is used to distribute this
singular force over a belt of cells surrounding each
Lagrangian point. This method is categorized as
continuous forcing method (CFM), and many researchers
have contributed to the further development of this
method (Goldstein et al. , 1993; Saiki and Biringen,
1996; Uhlmann, 2005). The second category of IBM is
referred to as discrete forcing method (DFM), which was
first proposed by Mohd-Yusof (1997), and later extended
by Fadlun et al. (2000), Tseng and Ferziger (2003),
Marella et al. (2005), Ghias et al. (2007), Haugen and
Kragset (2010), Seo and Mittal (2011) and Lee and You
(2013). In this method the ghost point approach is
applied, where the virtual (i.e. inside the immersed body)
variable value is calculated through the boundary
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condition and the fluid variables near the boundary. DFM
treats the immersed boundary as a sharp interface, and
does not require the explicit addition of a force in the
governing equations, thus the stability limit is the same
as that without the immersed boundaries.

Although IBM has been widely used for studies of
momentum transfer in fluid-solid system, very few
computational results are available in the field of mass
and heat transfer (Bagchi et al. , 2000; Zhang ef al. ,
2008; Wang et al. , 2009; Shu et al. , 2013; Tavassoli et
al. , 2013; Tenneti et al. , 2013; Xia et al. , 2014).
Coupled mass and heat transfer has been reported by
Dierich et al. (2011) using 2D DNS, Li et al. (2013) using
Lattice Boltzmann method and Deen and Kuipers (2014)
using 3D DNS with directional quadratic interpolation
scheme.

In this paper, an efficient ghost-cell based immersed
boundary method is proposed for the simulation of
coupled heat and mass transfer problems in fluid-solid
system. The reconstruction procedures involve a second
order quadratic interpolation scheme. As the unique
feature, different boundary conditions are realized
consistently and enforced exactly at the particle surface.
The organisation of this paper is as follows. First, the
description of the model is given. Subsequently, the
results are presented, through which the strength of our
DNS model is demonstrated. Single sphere unsteady
diffusion, forced convection to a single stationary sphere
and a three-bead reactor are considered and analysed.
Finally, the conclusions are presented.

MODEL DESCRIPTION

In this part, we describe the governing equations that
need to be solved in DNS, the numerical details involved
in the finite difference scheme, as well as the fluid-solid
coupling. For the model presented in this paper, the
following main assumptions are applied:

e The fluid phase is incompressible and Newtonian.

e The solid phase consists of spherical particles, and
intra-particle temperature gradients are negligible.

e Both fluid and solid phase have constant physical
properties.

Governing equations of fluid phase

The transport phenomena in the fluid phase are governed
by the conservation equations for mass, momentum,
species and thermal energy, respectively defined as:

V-u=0 (1)
op,u
! +V'(pfuu):—Vp+yfV2u+pfg 2)
oc
S 2
—+V-|cu)=D,Vc, 3
4V (eu) =D, Ve, G)
orT,
PiChs {a_i+v'(T/’”)}:/lfvaf (4)

In above equations, pf is the fluid density, uy is the fluid
viscosity, Dy is the species mass diffusivity in the fluid
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whereas Cp, ¢ and Ay are the heat capacity and thermal
conductivity of the fluid phase respectively.

Governing equation of solid phase

The particle temperature is governed by the following

equation with the assumption of a uniform particle

temperature:
dT,

Vscp,s 7; = Q)h,fﬁs + @m,fﬁs (5)

In this equation, the first term on the right hand side is the
fluid-solid heat transfer rate while the second term
represents the rate of reaction heat liberated from a
chemical reaction. The heat transfer rate and mass
transfer rate, with the normal pointing outward of the
solid, are calculated by the following two equations
respectively:

@ =[], (-4,97, -nfis

djm,f%s = _J-J.S) <_vacf n)dS

(-at,)

(6)
)

Considering an exothermal chemical reaction proceeding
at the exterior surface of the particles, the heat liberation
is assumed to be rapidly transported to the interior of the
particle with a negligible intra-particle temperature
gradient. The coupling between the fluid thermal energy
equation and the fluid species conservation equation is
fulfilled through the particle thermal energy equation. In
other words, the particle temperature of individual
particle offers a dynamic boundary condition for the
thermal energy equation of the fluid phase.

For longer times, the particle temperature will become
constant, which implies the liberated reaction heat is fully
carried away by the fluid. In this case, Equation (5)
reduces to the following one which is often encountered
in descriptions of coupled heat and mass transport
phenomena.

~AH,) =~

h,f—s (8)

djm,f%s (

Numerical solution method

The governing equations are solved by a finite difference
scheme implemented for a staggered Cartesian grid. The
grid is defined in three dimensions (3D) with a uniform
grid spacing in all three directions. Building on the work
of Deen et al. (2012), the numerical solution of the
equations described in previous section is acquired by
using both high order discretization schemes and small
computational stencils. The momentum equation is
discretised in time by a first order Euler scheme:

n+l

pu = p_/”n

n+l 3 n 1 n-1 n+l (9)
+At|-Vp - =C —-—=C~ |+D +p.g
2 2

In this equation, n is the time step index. The convective
and diffusive momentum fluxes C,, and D, are
calculated by the spatial discretization of:

C,=p,(V-uu) (10)

D, =uNu (11)
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The solution of Equation (9) is achieved by using a two-
step projection method where a tentative velocity field
u** is first computed by neglecting the pressure gradient
contribution. As the second step, the velocity field at the
new time step n+ 1 is obtained based on the new
pressure gradient calculated from Poisson equation at
time step n + 1. For the interested reader, we refer for a
more detailed description of this method to the work of
Deen and Kuipers (2013).

The species and thermal energy convection-diffusion
equations are temporally discretised in the same way as
for the momentum equation, namely the Adams-
Bashforth scheme is applied for the convective transport
while the fully implicit Euler backward scheme is used
for the diffusion term.

3 1
=+ At -l =C' —=C"" |+ D" (12)
f / 2 m 2 m m

T;’” =T/ + At [—[EC,’: —lC,’I’lj+D,','”} (13)
» » P ‘/'CP,/' 2 2
with the convective species molar flux C, and
convective heat flux Cj given by:
C, =V-(cu) (14)
Cy=p,C, V- (Tu) (15)

and the diffusive molar flux D,, and diffusive heat flux
Dy, computed as:

2
D,=D Ve, (16)

2
D, =AV'T, 17
For momentum, species and thermal energy equations,
the convection term is spatially discretized by a second-
order total variation diminishing scheme, whereas the
diffusion term is computed with a standard second-order
central differencing scheme. The boundary condition is
enforced at exactly the immersed boundary surface,
which is handled at the level of the discretized equations
and will be introduced in detail in next section.

The solid phase equation is solved after the fluid phase
equations. The trapezoidal rule is used for the time
integration, which maintains second order accuracy.

1
T:_’Hl — T;n + |:@n+2 +(_A[_I))@n+5
S E N

1
o ﬂ} (18)

Fluid-solid coupling

The fluid-solid coupling constitutes the key element of
our model. In order to impose variable boundary
conditions in a sharp interface way, a ghost-cell based
immersed boundary method is developed. The
discretization of momentum, species and thermal energy
equation leads to algebraic equations of the following
generic form:

6
ac'¢c + Z anb¢nh = bc (19)
1

where ¢ is the fluid variable for which we want to find a
solution, namely velocity, concentration and temperature

sp,s
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fields for momentum, species and thermal energy
equation, respectively. This equation provides the
relationship between any fluid quantity ¢, and its six
neighbouring points indicated as ¢,,;.

Since the surfaces of the immersed objects do not
coincide with the mesh boundaries, we need a special
treatment for the nodes near the fluid-solid interface. In
our method, the first step is to identify all ghost points,
which are defined as points inside the solid phase but
having at least one neighbour in fluid phase. These points
are used to obtain a solution of the governing equations
for the exterior of the solid phase. The second step is to
check every fluid node whether any of'its six surrounding
neighbours represents a ghost point. If this is the case, a
boundary condition has to be applied.

Figure 1 demonstrates the quadratic interpolation scheme
used in our model. It is given in a 2D domain for
illustration purpose, in which the shadow in cross shape
represents the initial computational stencil containing
four neighbours. In the end, i.e. after imposing the
boundary condition, G is removed from the stencil, while
F; and F, are added to it. It should be noted that this
reconstruction procedure is of best suitability in case the
description of the gradient in the normal direction is
required, specifically the non-homogeneous Neumann
boundary condition encountered in species transport
calculation.

SN
| \Tk\\g & o| o |,0
N F4
e | o | O \Q o4 0| o
\ i//
B
. . . %‘ \-|/:3 \-IJ:S g O
o | o o | O &) o| o

Figure 1: Schematic representation of the interpolation
procedures for quadratic interpolation. Filled circles indicate
the solid phase points, while open circles indicate the fluid
phase points and open squares indicate the ghost points. The
triangle and solid square are the boundary point and image
point, respectively.

A generic variable ¢ in the vicinity of the immersed
object surface could be approximated in terms of a
second-order polynomial as follows:

2 2 2
¢:ZZZcijkx'yjzk,i+j+k <2
i=0 j=0 k=0
where relative coordinates are applied based on the
location of boundary point (Xz,Ys, Zg), which is the
interception of normal direction and immersed boundary
surface.

(20)

x=X-X, (21)
y=r-Y, (22)
z=2-17, (23)
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Equation (20) is in fact the approximation of ¢ using the
Taylor expansion near the boundary point:

0 0 0
¢(x’y’z):¢3+ ¢ ﬁy+&z

L x+
ox oy oz

10°¢, , 109, , 109, ,
t—— Xty +t——z
2 ox 2 o 2 o

24)
“+ ...

In the 3D case, the number of coefficients for a second-
order polynomial is ten. In order to determine these
coefficients ¢;j, we need ¢ values from nine
neighbouring fluid points and one image point. The
image point is defined as the mirror point of the ghost
point through the boundary in normal direction, which
has the same distance to the boundary point as the ghost
point. For the 2D case, only five fluid points plus one
image point are required for computation of c;;
coefficients, as indicated in Figure 1.

With adequate data points (ten values at fluid/image point
for ten coefficients in a second-order polynomial), the
resulting equation for solving coefficients ¢;j, can be
written as a matrix vector multiplication:
$=Xc (25)

where ¢ and c are the vectors for species concentrations
and coefficients respectively, and X is the Vandermonde
matrix given by:

2 2 2
L' y» oz x ¥y z x»n Nz

2 2
Yo L Xy Y, Z, XD, %I hI

X2

lex2

xlzo y120 2120 %1010 %0210 Y10Z10

(26)
To solve Equation (25), the Vandermonde matrix is
inversed by applying LU decomposition with Crout
algorithm. The coefficients c;j, are obtained by
multiplication of the inversed matrix X! and the
concentration vector ¢p, which can be written as a linear
combination of ¢ values.

10
-1
Cooo = ¢B = ZXI,,,¢,,,

L xo Yo 2

27)
m=1
a¢ 10 -
cm=gj=ZX;m (28)
m=1
6 10
cmr%=2&w (29)
'y m=1
6¢ 10 B
Co=—2=D X0, (30)
Oz '

Therefore, for a general Robin boundary condition at the
immersed object surface:

o,
ag, +p . =f GD

the image point value can be evaluated by satisfying the
boundary condition at the boundary point:

10
f=2 M4
_ m=2

M

0

4 (32)
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where M,,, is defined according to the following equation,
with the components of the normal unit vector indicated
as ny, n,, and n, respectively:

M =aX, + ﬁ(an;n +n X, + nZX;;) (33)

1

Considering the correlation between image point and
ghost point (Al is the mutual distance):

g =22t G4
2
% _ bt (35)
on Al

the value at the ghost point can be computed as:

(2AIM, —aAl +2) f +(aAl - 2/3)iMm¢m

m=2

7 (aAl+28)M,

(36)

With Equation (36), the matrix coefficients in Equation
(19) can be updated. Altered coefficients within the
original stencil are incorporated in the implicit scheme,
while neighbours outside the original stencil are
accounted for in an explicit way. The procedure
described above needs to be carried out for all ghost
points to ensure that the desired local boundary condition
applies everywhere at the immersed boundary surface.
Note that the pressure, velocity, concentration and
temperature field are obtained for the entire computation
domain, i.e. also for the cells inside the particles, with our
DNS model proposed above.

RESULTS

In this section, three fluid-solid systems will be presented
for coupled heat and mass transfer. The results obtained
from our DNS model demonstrate its strong power in
engineering applications. In the next sub-sections,
comparisons are made between DNS and the “exact”
solution for the limiting case of unsteady molecular
diffusion and empirical values for forced convection,
whereas a three-bead reactor will be considered lastly.

Unsteady mass and heat transport

Here we consider the unsteady diffusion of a certain
species to a sphere, where species vanishes and reaction
heat is liberated. The sphere is positioned in the centre of
a large pool of quiescent fluid. The governing equations
for unsteady mass and heat diffusion in the fluid phase
are described by Equation (3) and (4) respectively, with
u set as zero. The initial conditions are defined by the
following two equations, for species and thermal energy
conservation equation respectively:

Cr=Cro (37)
T, =T, (38)
The boundary conditions are:
C/‘ wall ,t = C-f’o (39)
T} wall ,t = Tf’o (40)

at the boundaries of the simulation domain, and

¢, , =0 (a1

T, =T 42)

at the sphere surface. Equation (39) and (40) are valid as
long as the diffusion fronts have not reached the
confining walls. The particle temperature T, in Equation
(42) serves as a dynamic boundary condition for the fluid
phase thermal energy equation, and governed by the
particle thermal energy equation (Equation (5)).

For the DNS the particle is located in the centre of a cubic
box with a length of 0.12m. The data used for the
numerical simulation are given in Table 1. The
simulation is computed in a 120x120x120 grid with
uniform grid spacing in all directions.

Table 1: Data used for the simulation of unsteady mass and heat
transport.

Parameter Value
Time step [s] 5%1073
Sphere diameter [m] 0.015
Fluid density [kg/m?] 1.0
Fluid diffusivity [m?/s] 2x1073
Fluid thermal conductivity [W/m/K] 0.025
Fluid heat capacity [J/kg/K] 1000
Particle volumetric heat capacity [J/m3/K] 1000
Reaction enthalpy [J/mol] -10°
Fluid initial concentration [mol/m?] 1.0
Fluid initial temperature [K] 293
Particle initial temperature [K] 293

To offer an “exact” solution for the particle temperature
as well as concentration and temperature profiles in the
fluid phase, the model composed the spherical symmetric
problem (so only r dependence) is solved by a standard
second order finite difference technique. In this case, the
governing equations for unsteady mass and heat diffusion
in the fluid phase are respectively described as:

oc D, p oc
L _ YL
ot P’ Gr(r or J (43)
oT Ao oT
c LT 200
p.f p.f at r2 ar[r ar J (44)

The heat and mass transfer rates required in particle
thermal energy equation are redefined as:

D A an 47 R?
=A — T
nios T g, . s (45)
@ D %, Az R?
= . T
m,f—>s f a}” . s (46)

It should be noted here that a very large number of grid
points in the radial direction was used to obtain this
highly accurate numerical solution. In theory, the particle
temperature at final steady state can be computed by
Equation (8), which gives:
AT
T=Ty 0+ )

In this equation, AT, is the adiabatic temperature rise
calculated as:

ar -8 )e (48)
’ PCoy
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and Le is the Lewis number defined as the ratio of the
thermal diffusivity and the mass diffusivity:

A
D ; Pr

The simulation results obtained from DNS are compared
with the “exact” solution obtained from the standard
second order finite difference technique. Using the data
listed in Table 1 the analytical temperature difference
between the particle and the infinite far fluid is 80K at
final steady state. From our DNS, a value of 81.6K is
obtained, which matches well with the analytical one. In
Figure 2, the particle temperature evolution profiles are
plotted along the time scale, to give a comparison
between the solutions. As clearly demonstrated in Figure
2, these two solutions reach a good agreement. The
behaviour of the evolution curve can be explained as
follows. At initial few time steps, the species flux is
relatively high so that the heat liberated from the
exothermal reaction rapidly heats the particle up from
initial temperature. After that, a temperature difference
between the particle and the surrounding fluid is
established, so that the heat is transferred from the
particle to the fluid through unsteady heat conduction.
Finally, the heat removal rate goes to the same value as
the heat liberation rate, which leads to the final steady
state of a constant particle temperature.

380

__EZI-HGT.
|—Dns

5 %

article temperature [K]
]
[=]

Figure 2: Comparison of particle temperature evolution
profiles between simulation and the “exact” solution.

Convective heat and mass transfer to a
stationary sphere

In this system, we consider an exothermic chemical
reaction under forced convection, which is external mass
transfer limited and proceeds at the surface of a single
stationary sphere in an enclosure. The sphere is located
at the centre of the domain laterally while it is positioned
at a distance of two times of the sphere size from the inlet
in the flow direction. The data used for the numerical
simulation are summarized in Table 2. The simulations
are computed in a 240x240x240 grid with uniform grid
spacing in all directions. The ratio of domain size to the
particle size is eight whereas the mesh resolution applied
to the particle is thirty.
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The particle Sherwood number Sh; and Nusselt number
Nug are predicted by the well-known empirical Frossling
and Ranz-Marshall correlations for a single sphere
subject to a Dirichlet boundary condition:

k,,d LN
Shs ="==20+ 0.6(R€S )2 (SC)3 (50)
D,
a,d, ! !
Nug = =2.0+0.6(Re, ) (Pr)s (51)
/

where Rey is the particle Reynolds number, Sc and Pr
are the Schmidt number and Prandtl number,
respectively. These three dimensionless numbers are
defined as follows:

P rugd
Re, =L~ (52)
Hy
/L[ .
Sc = / (53)
PrDy
u,C
Pr — f/l p.f (54)

o

Table 2: Data used for the simulations of coupled heat and mass
transfer to a single stationary sphere under forced convection.

Parameter Value
Time step [s] 1x104
Grid size [m] 5%10*
Sphere diameter [m] 0.015
Fluid density [kg/m?] 1.0
Fluid viscosity [kg/m/s] 2x107
Fluid diffusivity [m?/s] 2x10°
Fluid thermal conductivity [W/m/K] 0.025
Fluid heat capacity [J/kg/K] 1000
Particle volumetric heat capacity [J/m¥/K] 1000
Reaction enthalpy [J/mol] -10°
Fluid initial concentration [mol/m?] 1.0
Fluid initial temperature [K] 293
Particle initial temperature [K] 293

As explained in the second section, the particle
temperature at final steady state is described by:

djm,f%s (_AHr):_@h,fas (55)

The empirical value can be calculated from the mass
transfer coefficient k,, and heat transfer coefficient ay,.

Sskm (Cf_cf,s)(_AHr):_Ssah (T; _Tf) (56)
where S, is the particle surface area and ¢f ¢ is zero
considering the precondition of a completely mass
transfer limited chemical reaction proceeding at the

sphere surface. Equation (56) can be rearranged to the
following expression:

kmcf (_AHr )

Q,

h

T,=T, + (57)

Substitute Equation (50) and (51) into above equation,

the steady state particle temperature can be calculated

empirically:

+ Shs cf (_AH»)
Nug p,C, Le

T =T

=1 (58)

In Table 3, the comparison between the simulation results
obtained from our DNS model and the empirical values
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(indicated as EMP) calculated from Equation (58) is
demonstrated. In this table, we also list the particle
Sherwood number and Nusselt number calculated from
simulation work and the values given by the empirical
correlations (Equation (50) and (51)). All results reach a
good agreement.

Table 3: Comparison of steady state particle temperature,
particle Sherwood number and Nusselt number between DNS
and empirical values.

R Ts Shs Nus

“ "DNS EMP DNS EMP DNS EMP
30 3777 3767 5.13 5.29 4.83 5.05
60 3784 3772 652 6.65 6.11 6.31
120  379.1 377.7 851 8.57 7.91 8.10
240 379.8 378.0 11.53 11.30 10.63 10.63
480 3799 3783 15.60 15.15 1428 14.20

It should be noted here, the particle temperature at final
steady state is found to be insensitive to the change of
particle Reynolds number. This can be explained by
Equation (58). In case of high fluid velocity, the
convection term dominates so that the equation can be
simplified to the following one, which is independent of
particle Reynolds number.
s ¢, (-AH, ¢, (-AH
T, =Tf+ﬂ%=ﬂ+f(—’z (59)
‘ s Prlp ke 3
(Pr) » p,C, Le’

An in-line array of three stationary spheres

In this sub-section, we consider an in-line array of three
spheres, the so-called three-bead reactor. The spheres are
positioned in a cuboid domain with 0.21m in length and
0.02m in cross-sectional diameter. Free slip boundary
condition is applied at the domain boundary for velocity
calculation, while Neumann boundary condition (non-
penetrating walls) is used for concentration and thermal
energy equations. The first sphere is located at a distance
of two times of the sphere size from the inlet in the flow
direction, and the other two spheres are located in such a
way that the mutual distance between all sphere centres
is one and half times of the sphere diameter. Table 4 lists
the simulation data.

Table 4: Data used for the simulations of coupled heat and mass
transfer in a three-bead reactor.

Parameter Value
Domain size in grid points 420%x40x40
Time step [s] 1x104
Grid size [m] 5x10*
Sphere diameter [m] 0.015
Fluid density [kg/m?] 1.0
Fluid viscosity [kg/m/s] 2x%10
Fluid diffusivity [m?/s] 2x1073
Fluid thermal conductivity [W/m/K] 0.025
Fluid heat capacity [J/kg/K] 1000
Particle volumetric heat capacity [J/m*/K] 1000
Reaction enthalpy [J/mol] -10°
Fluid initial concentration [mol/m?) 0.0
Fluid initial temperature [K] 293
Particle initial temperature [K] 293
Fluid inlet velocity [m/s] 0.32
Fluid inlet concentration [mol/m?] 1.0
Fluid inlet temperature [K] 293
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For this three-bead reactor system, we consider two
cases. One is of a fast exothermal chemical reaction
proceeding at the surface of all three spheres (Case 1),
whereas the other one contains an inert (non-reactive)
sphere which is located at the second position (Case 2).

O+l

[iRE e b

=l

Figure 3: Fluid phase species concentration (a) and thermal
temperature (b) distribution inside the reactor, in the central
plane. Index 1 and 2 refer to Case 1 and 2 respectively.

Figure 3 illustrates the simulation results of concentration
and temperature distribution at steady state for both
cases. The corresponding particle temperature evolution
profiles are presented in Figure 4. A thermal energy wave
is moving through the in-line array of three spheres. The
first sphere rapidly heats up due to the exothermal
chemical reaction proceeding at its surface. Due to a
temperature difference between the particle and the
surrounding fluid, the thermal energy is transferred from
the solid phase to the fluid phase. The sphere temperature
finally reaches a constant value when the removed heat
equals to the generated reaction heat. For the first
particle, the thermal behavior is almost identical for Case
1 and Case 2. For the second sphere, it has completely
different behaviors as it is reactive in Case 1 while an
inert surface is assumed in Case 2. For Case 1, there are
two contributors to the rise of sphere temperature:
liberated reaction heat and convective heat transfer. The
unconverted reactant which has passed the first sphere is
partly converted at the surface of the second sphere. The
thermal energy transferred from the first sphere to the
fluid is further transferred to the second sphere. For Case
2, the only heat source is the convective heat transfer as
there is no reaction proceeding at the sphere surface. Due
to the initial large temperature difference between the
fluid and the sphere, it heats up quickly and as a
consequence the temperature difference decreases and
finally the second sphere reaches the same temperature
as the surrounding fluid. For the third sphere, it has the
same boundary condition in Case 1 and Case 2. The
remaining reactant is partly converted at the surface of
the particle and the thermal energy in solid phase is
subsequently transferred to the fluid. However, slight
differences are noticed in the temperature evolution
curves of the third sphere. The particle temperature
develops faster in Case 2. This can be explained by the
larger driving force of the chemical reaction as the second
sphere does not consume any reactant in Case 2. It should
be noted that the thermal energy in fluid phase is only
generated by the first sphere and partly used for heating
up the second sphere in Case 2, which means the
convective heat transfer from fluid to the third sphere is
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lower comparing with the case of both first and second
sphere contributing to the fluid thermal energy in Case 1.
This demonstrates the dominant role of reaction heat in
the development of particle temperature.
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Figure 4: Evolution of particle temperatures for the three-bead
reactor. A, B and C are the first, second and third sphere
respectively, and index 1 and 2 correspond to Case 1 and 2
respectively.

The axial profiles of cup-average concentration and
temperature are shown in Figure 5, which demonstrates
the relative contribution of individual sphere to the
overall reactant conversion and temperature rise. In both
cases, the first sphere has the highest contribution. In
Case 1, the second sphere has a lower contribution
compared to the first sphere, while the third sphere
contributes even less. In Case 2, as expected, the second
sphere has no contribution to the reactant conversion and
temperature rise. It can be seen from the figure that, both
profiles maintain nearly constant between the first sphere
and the third sphere. However, the third sphere in Case 2
is noticed to have a higher contribution compared to the
second sphere in Case 1. Excluding the influence of
concentration driving force, this can be explained by the
increased mass transfer rate as no sphere is behind the
third sphere, which allows the full development of the
fluid flow.
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Figure 5: Fluid phase cup-average concentration and
temperature profiles along the flow direction. The blue curves
are of Case 1 while the red curves are of Case 2. The solid line
and the dashed line stand for concentration and temperature
respectively.

From the simulation, the overall conversion of the
reactant in this three-bead reactor is obtained, which is
0.236 and 0.195 for Case 1 and Case 2 respectively. The
theoretical fluid outlet temperature can be computed
from the adiabatic temperature rise (Equation (60)). The
fluid outlet temperatures given by the simulations are
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316.2 and 312.1 for Case 1 and Case 2 respectively,
which have a good agreement with the theoretically
calculated values - 316.6 and 312.5.
-1, Loty (60)
PiCh s
In this equation, & is the ratio of converted species which
is obtained from the simulation. The Nusselt numbers
and Sherwood numbers of individual sphere at the time
moment of 3 second obtained from our simulations are
listed in Table 5, which correspond well with the
behaviors of individual sphere contribution in Figure 4.
The Nusselt number and Sherwood number are computed
by the following expressions:

@ d

T

f,out

Sh — m,f—s s 61
4;;chfvm D, (61)

@ —5 dS
Nu - (62)

) 47[R52 (Tf,m _T;) /If

It should be noted that the negative Nusselt number in the
following table indicates the heat flux is still flowing
from the fluid phase to the solid phase.

Table 5: Nusselt numbers and Sherwood numbers of individual
sphere at the time moment of 3s.

Sphere 1 Sphere 2 Sphere 3
Nu Case 1 12.90 7.67 6.99
Case 2 13.34 -0.0013 9.21
Sh Case 1 14.02 8.29 7.59
Case 2 14.46 0.00 10.01

CONCLUSION AND FUTURE WORK

In this paper a ghost-cell based immersed boundary
method is presented for direct numerical simulation of
coupled heat and mass transfer process in fluid-solid
systems. In this method, a quadratic interpolation scheme
is applied and the boundary condition is incorporated into
the governing equations at the discrete level implicitly.
Considering an external mass transfer limited exothermal
reaction proceeding at the sphere surface, the heat and
mass transport is coupled through the particle
temperature.

For the case of single sphere unsteady diffusion, the
temperature rise of the sphere obtained from DNS has a
good agreement with the value calculated theoretically,
and the simulation result of particle temperature
evolution agrees well with the “exact” solution obtained
from a numerical solution using a standard second-order
finite difference technique. After that, forced convection
to a stationary sphere is considered, the steady state
particle temperature matches the empirical value well
which is calculated from the mass transfer coefficient and
heat transfer coefficient. Besides that, the particle
Sherwood number and Nusselt number obtained from
DNS are compared with those values given by the well-
known empirical Frossling and Ranz-Marshall
correlations. In the last simulation, a three-bead reactor is
studied which is composed of an in-line array of three
spheres. One case consists only of active spheres while
the other case assumes the middle sphere is inert. The
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temperature evolution of individual particle together with
the cup-average concentration and temperature profiles
along the flow direction give a detailed description of the
behavior of the reactor system. The adiabatic temperature
rise obtained from DNS is in good agreement with the
value computed from the overall species conversion.

Based on the examples discussed in this work, it is
evident that DNS models are a powerful tool to obtain
improved correlations for interfacial transfer which could
be applied in coarser scale models. The three fluid-solid
systems presented in this paper serve as good
verifications for our proposed model of coupled heat and
mass transfer. Further work related to the extension of the
current model to random arrays of particles is ongoing,
where more parameters, such as Reynolds number,
Damkdhler number and solid phase packing density, are
of high interest.
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