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PREFACE

This book contains all manuscripts approved by the reviewers and the organizing committee of the
12th International Conference on Computational Fluid Dynamics in the Oil & Gas, Metallurgical and
Process Industries. The conference was hosted by SINTEF in Trondheim in May/June 2017 and is also
known as CFD2017 for short. The conference series was initiated by CSIRO and Phil Schwarz in 1997.
So far the conference has been alternating between CSIRO in Melbourne and SINTEF in Trondheim.
The conferences focuses on the application of CFD in the oil and gas industries, metal production,
mineral processing, power generation, chemicals and other process industries. In addition pragmatic
modelling concepts and bio-mechanical applications have become an important part of the
conference. The papers in this book demonstrate the current progress in applied CFD.

The conference papers undergo a review process involving two experts. Only papers accepted by the
reviewers are included in the proceedings. 108 contributions were presented at the conference
together with six keynote presentations. A majority of these contributions are presented by their
manuscript in this collection (a few were granted to present without an accompanying manuscript).

The organizing committee would like to thank everyone who has helped with review of manuscripts,
all those who helped to promote the conference and all authors who have submitted scientific
contributions. We are also grateful for the support from the conference sponsors: ANSYS, SFI Metal

Production and NanoSim.
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MODELLING OF INTERACTION BETWEEN TURBINES AND TERRAIN WAKES
USING PRAGMATIC APPROACH
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ABSTRACT

Kongsberg Digital (KDI) is currently developing a
decision support system for wind farms (Kongsberg
EmPower). The objectives of Kongsberg EmPower are
to optimize the total power production from a wind
farm, forecast the power production and monitor the
performance and condition of the wind turbines. Power
production from a wind farm depends on the flow field
around the wind turbine, which is highly influenced by
the interaction between turbine and terrain wakes.
Furthermore, increased turbulence due to wake-wake
interaction increases structural and fatigue loads on the
wind turbine blades, leading to higher operational and
maintenance (O&M) cost. An improved understanding
on the wake-wake interaction is extremely important for
optimizing the power production and for reducing the
O&M  cost. Performing extensive  velocities
measurements for an entire wind farm is time
consuming and expensive. The traditional approach
within wind research and industry has been to use full
CFD models when complex flow phenomena have to be
taken into consideration, but this is computationally
demanding. On the other hand, simple engineering
models are unable to capture the interaction of flow
over complex terrain and wind turbine wakes. KDI and
SINTEF are running a project to develop a fast response
simulator with simplified representations of terrain
effects and turbine wakes. In the proposed approach a
pragmatic model for turbines and terrain wakes
interaction is presented. Complex flow over a terrain is
estimated with mass consistent model and wake from
wind turbine is computed using well established wake
models i.e. Jensen and Ainslie model. The pragmatic
model for coupling the interaction between turbine
wakes and terrain approach is presented. The results
obtained from the mass consistent approach are verified
with CFD using OpenFoam.

Keywords: CFD, OpenFoam, Wakes, Turbines,
Terrains
INTRODUCTION

Wind energy is one of the oldest sources of
renewable energy that has been harvested to a large
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extent. The current state of turbine technology is mature
and available from several manufacturers. The size of
the wind turbines is increasing steadily and current size
of the wind turbine in terms of power is around 6 MW
in operational and up to 10 MW is being developed.
Irrespective of the size of the wind turbine, the energy
extracted by a wind turbine depends on the local wind
conditions. The wind conditions varies significantly
from one region to another. Furthermore, local terrain
effects can also change the wind conditions and these
are significantly different from one site to another.
Some countries have relatively flat terrain whereas other
countries, i.e. Norway, have very complex terrain. Most
of the onshore wind farms in Norway are located in
complex terrain and just to name a few:
Hundhammerfjellet, Haveygavlen and Hitra Wind
Farms. The wind conditions in a complex terrain are
relatively harsh and transient in nature. Furthermore, an
interaction of wakes generated from a complex terrain
with a wind turbine results in increased turbulence and
velocity deficit. This leads to reduced power production
and higher loads on turbines compared with those
located in a flat terrain. The knowledge of the local
wind conditions is extremely important for a successful
operation of wind farms. The most accurate way to
estimate behaviour of such flow is to perform
experiments in a full scale wind farm or in reduced scale
wind tunnel testing. However, performing experiments
on full scale is very challenging and not economically
feasible. Wind tunnel testing on a scaled size wind farm
is also prohibitive. The other approach is to use
numerical simulation of the wind parks.

There are numerous models available for estimating
the wind turbine wakes and interaction of wakes
generated from neighbouring wind turbines. A review of
these models can be found in the review paper by
Gogmen (Gocmen et al. 2016) . Similarly there had
been some research for estimating the flow over
complex terrain (Barthelmie R.J. 2008; Bitsuamlak,
Stathopoulos, and Bédard 2004; Cabezén D 2010).
Most of the studies performed so far the interaction
between turbine and terrain wakes have not caught
much attention. One common approach for estimating
the wake interaction is to superimpose wake due to



wind turbines and wake due to the complex terrain. This
approach is adequate for moderately complex terrain,
but not for complex terrain (Cabezén D 2010). The
models, except computational fluid dynamics (CFD),
developed up to present day for wind farm modelling do
not explicitly take into account the complex interaction
of flow due to wind turbines and the complex terrain.
The models for flow analysis over a complex terrain
can be divided into two categories: "prognostic" and
"diagnostic" models (Ratto 1996) . Prognostic models
solves time dependent mass, momentum and energy
conservation equations. Since these models are based on
the fundamental of mass, momentum (Navier-Stokes)
and energy conservation, they are accurate and
descriptive. In the past 50 years, these model has
increasingly been developed and applied to wind flow
over complex topography. However, the solution of the
full set of equations is a computationally demanding
task and the cost increases with domain size. Due to
their complexity and computational cost, these models
are normally run for only a few scenarios to understand
the detailed description of the flow i.e. turbulence
characteristics and local speed. Brief reviews on
assessment of the wind farm performance over complex
terrains have been provided by Politis (Politis et al.

2012). According to the authors, one of the major
problems with Reynolds-Averaged Navier—Stokes
(RANS) approach is turbulence models. These

turbulence models have been validated in freestream
flow conditions, rather than for atmospheric boundary
layer conditions. Nevertheless, Reynolds averaged
models predict reasonably accurate overall flow field
around the complex terrain. The prognostic models have
also been used for verification of simple models. The
diagnostic models on the other hand, are based on a
simplified approach and do not satisfy all the constraint
such as mass, momentum and energy conservation. One
of the objectives of the present work is to use these
models to verify simple engineering models.

One of the major objectives of the ongoing KonWake
project (NFR) is to develop a quasi-real time, user
friendly and computationally light simulator for the
flow field throughout a wind farm and the near
surroundings. The model will be integrated with
Kongsberg EmPower, which among other things, will
optimize the total power from the wind farm and
forecast the power production. SINTEF in collaboration
with Kongsberg is developing the wind simulator in
EmPower. The wind simulator mainly consists of a
simplified model for flow over a complex terrain and
turbine wake models. The simulator is designed to
simulate wind conditions for a complex terrain in quasi-
real time, and therefore it has to be computationally fast
and also accurate enough to capture the essential global
physics. Wind models for simulating flow over complex
terrain based on diagnostic models are chosen due to the
relative simplicity. Diagnostic models, either based on
linearized Jackson and Hunt (JH) (Jackson and Hunt
1975) theory or mass consistent approaches (Sasaki
1970) , are much faster than prognostic models, but the
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accuracy is also affected due to unresolved physics.
Software such as WAsP (WASP) , based on linearized
JH theory, predicts the wind accurately when the terrain
is sufficiently smooth for the flow to be attached.
However, these linear models are not accurate for
complex terrain where flow separation dominates.
Although some modifications, such as site ruggedness
index (RIX) (Troen 1990), has been proposed in order
to account for complex geometries, these modifications
are still not able to capture the flow field for complex
terrain. A wind model based on the mass-consistent
approach (Sasaki 1970), satisfying the physical
constrains of mass conservation has been chosen in the
current research work. Verification of mass consistent
model for complex terrain have been performed by
Panjwani et al. (Panjwani B. 2015)

MODEL DESCRIPTION

The mass consistent models are based on the
numerical solution of the steady state three-dimensional
continuity equation for the mean wind components. The
momentum and energy equations are not solved
explicitly, but introduced through observed wind data
and by adding wake effects in the initial flow field. The
mass consistent wind models are attractive for a
computationally light simulator for several reasons: 1)
they do not require much input data, 2) many
simulations for different wind conditions can be
performed efficiently 3) Accuracy can be improved via
improved initial condition. However, according to
Troen (Troen 1990), the JH approach should be
preferred compared to the mass-consistent method, due
to the fact that it uses more physical constraints than just
the continuity equation. An advantage with the mass-
consistent models is possibility to add more physical
constrains in the initial field. Furthermore, steep slopes
affect the JH approach more critically than mass-
consistent models (Ratto 1996). The theoretical basis for
mass consistent models was developed by Sasaki
(Sasaki 1970). Mass consistent models have been
applied to many other applications but mostly related to
the wind, such as pollutant dispersion in the rural and
urban areas where the geometry is complex, fire
spreading in forest. Sherman (Sherman 1978) and Ross
(Ross et al. 1988) applied mass conservation for
understanding the atmospheric flows over complex
terrain. Ratto (Ratto 1996) has provided a review on
mass-consistent models over complex terrain. In the
present work a mass consistent model "Wind 3D"
developed by G. Montero et al. (Montero, Montenegro,
and Escobar 1998; Wind3D) has been used. A brief
theoretical development of a mass consistent model is
provided here.

Since the wind model conserves mass, we start with
the continuity equation

V-u=0 (M
Assuming a field is initialized with an initial
condition uo, but this initial field does not follow any
physical constraint i.e. mass or momentum. Assuming

u is the intermediate field, then the least square



problem is formulated in the computational domain

E@w) = [[ @l (u=u,)’ + (0=v,)’ + & (h=w,)’ PO @

The initial conditions, up, can be obtained either from
the experimental measurements or from other
theoretical methods such as CFD. The constants a; and
o are the Gauss precision moduli, which are also wind
vector—partitioning factors in the horizontal and vertical
directions respectively. These parameters are used for
velocity adjustment in horizontal and vertical direction.
The essential requirement in the mass consistent model
is the minimization of the objective function:

E(u,v,w) = min[E({;) +| (qﬁ.&)dg]

A3)
odb
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The continuity equation (Eq. 1) and the least square
function are inserted in the objective function Eq. 3,
which leads to the following equation

2, 2 - 2
o (u—uy)” +(v—vy)

Q
+al(w—w,)* + 4 ou v
Ox 0Oy Oz

E(u,v,w)zJ.

The Lagrange multipliers method (Eq. 4) is employed
to minimize Eq. 6, which minimum leads to form the
Euler-Lagrange equation.

o0 D oD 1(ou, v, Ow,
5 = 2+
ox® oy oz Al ox oy Oz

(7
A Dirichlet boundary condition ( A =0) at the lateral

and top boundaries and the Neumann boundary

oA
condition (—— =0) for the terrain was employed.
X

The mathematical formulation in the mass-consistent
model is a Poisson equation for the Lagrange multiplier
(Eq.7) and it is discretised using the finite element
method. The accuracy and speed of the model relies on
the solution algorithm employed for solving the
discretised Poisson equation and on the initial condition.
Some common algorithms for solving the Poisson
equation are Gauss—Seidel (GS), strongly implicit
procedure (SIP), the alternating direction implicit
(ADI), the conjugate gradient (CG) and the multigrid
approach (Weng, Taylor, and Walmsley 2000). Wind3D
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employs, a non-symmetric variant of the classical
Conjugate Gradient method, "BICGSTAB", for solving
the Poisson equation.

GENERATION OF INITIAL FIELD

The accuracy of the results obtained from a mass
consistent model depends on the initial condition. A
most common way to obtain the initial field is to
interpolate the 3D field from station data available on
the site. The accuracy of the initial field will then be
affected by both the accuracy of the station data and the
interpolation algorithm. A general procedure for
interpolation includes both horizontal and vertical
interpolation. A horizontal interpolated velocity field is
generated from the few station points, as a function of
distance from the stations.

N
AL
u(z) = 5——+(1-¢) =

Y 1/d; i1/|Ah,,|
n=1 n=1

Where, V, is the velocity observed at the n station.
N is the number of stations considered in the
interpolation, d, is the horizontal distance from station n
to the point in the domain where we are computing the
wind velocity, |Ah,| is the height difference between
station n and the studied point, and € is a weighting
parameter which allows the assignment of weights to
these interpolation criteria.

A logarithmic velocity profile (Eq.9) is used in
vertical interpolation.

u(z) =‘;€*(logzz—®J ©))

0

N
DV, /A,

®)

The velocity profile (Eq.9) takes into account the
friction velocity (v* ), the effect of roughness ( z,) and

the atmospheric stability (® ). The friction velocity is
calculated using the velocities obtained from horizontal
interpolation. For further details see the Wind3D
manual (Wind3D)

The friction velocities were calculated from the
reference plane and reference velocity. The reference
plane and reference velocity were estimated from the
station data.

ACCOUNTING OF WAKE EFFECTS IN THE
MASS CONSISTENT MODEL

The initial field described in the section above does
not account for the local windward and leeward effects
explicitly. Measurements data might be consisting
implicitly some of effects but not the local effects. For
explicitly accounting windward and leeward effects in
the initial field, a method proposed by Rdockle (Rockle
1990) has been utilized. According to Rockle (Rockle
1990) the flow field around an isolated object generates
mainly three regions; displacement zone, cavity zone
and wake zone. The displacement zone is established on
the windward side of obstacles. The flow in this region
might be separated, depending on the slope and aspect
ratio of the obstacle on the windward side. The distance



of the displacement zone is determined by the obstacle’s
dimensions including slope. The cavity zone is the
region on the leeward side of the obstacle where the
flow separates. The detailed description of the model is
provided here [17].

TURBINE WAKE MODEL

The wake models have been developed for estimating
the wake behind the wind turbines. An extensive review
of the wake models have been carried out by DTU
(Gocmen et al. 2016). Most commonly wake models
used for the wake calculation are Jensen, Larsen, Fuga
and Ainslie. For the current pragmatic modelling two
wake models Jensen and Ainslie are used. Jensen
model is one of the most popular models among
engineering application due to simplicity. In Jensen
model, it is assumed that the wake expanded linearly
with a prescribed expansion factor. Modelling of the
multiple wind turbine wake interaction is rather
straightforward with Jensen model. In the Ainslie mode,
the flow behind the turbine is treated in two separate
regime, near wake and far wake regime. The near wake
regime dominates around 2 to 3 time of rotor diameter
from the wind turbine. In the near wake regime, flow
expansion mainly take place due to the pressure
recovery, and effect of turbulence mixing is not that
significant. Ainslie proposed expansion of the wake in
the near wake regime based on the experimental data.
The wake expansion in the near wake depends on the
motor thrust coefficient, ambient turbulence intensity,
and wake width. In the far wake regime, pressure effects
are not dominating and most of the wake expansion take
place due to turbulence mixing. In this region, thin shear
Navier stokes equations are solved to obtain both axial
and radial velocities.

WAKE SUPERPOSITION

In the offshore park, power production at any turbine
mainly depends on the number of upstream turbines,
wind speed and turbulence intensity. Wake produced
from the upstream turbine strongly influences the
approaching wind speed at the downstream wind
turbines. The wake at the downstream turbine is
estimating by superimposing the wake from the
upstream wind turbines. For wake superposition mainly
2 approaches are used.

Linear Sum
Untl\ _ yn _ W
(1-3) = f=1<1 uj) 10
Quadratic sum
(1) = 3 - )’ )
Uw /) — “J=1 Uj

Where n is the total number of upstream wind turbines
and un+1 is velocity at the downstream wind turbine.
U, is free stream wind speed. j is an index for j® wind
turbine.

In onshore wind park the effect of terrain wake is very
important. In the present study, the wake superposition
approach is extended to account for the terrain wake. In
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this model we assumed that wake from the terrain
behave similar to the wind turbine wake. The terrain and
wind turbine wake interaction is estimated using
following approaches.

Linear Sum

(1-50)=(1-32)+(1-52) 12
Quadratic sum

(-2 -0 +0-%) n

Where subscript ter is used for the terrain and tur is used
for the wind turbines.

VALIDATION OF THE MASS CONSISTENT
APPROACH

The validation of the mass consistent approach has
been done in an earlier work with Bolund measurement
hill data (Panjwani B. 2015). In the current publication,
flow over the complex terrain (shown in Figure 1) is
performed using CFD and also using mass consistent
model. It should be mentioned that the flow over a
complex terrain is mainly governed by conservation of
mass and momentum for an isothermal system. The
mass consistent approach only accounts for the mass
conservation, and momentum conservation is not
accounted in the mass consistent model. A major
difference in the flow fields calculated by CFD and
mass consistent models are normally obtained on the
leeward and windward side of the hill.

FLOW SIMULATIONS OF THE TERRAIN

Accurate and reliable flow simulations of wind flow
over a complex terrain are important for a wide range of
applications, and especially for wind resource
assessment and condition monitoring of an operational
wind farm. In the present study OpenFoam (OpenFoam
2009) and mass consistent simulation of the entire wind
farm located on a complex terrain is carried out. The
computational geometry of the complex terrain is based
on GIS data with a horizontal resolution of 2 m. The
maximum height of the terrain surface is about 300 m
above sea level and the extent of the domain is 18 km in
the longitudinal direction and 15 km in the lateral
direction. The terrain geometry was generated from
orography data using MATLAB. The surfaces are
discretised with triangular cells that provided the basis
for the generation of 3D hexahedral cells for application
of the control volume method. The surface geometry of
terrain was imported into the OpenFoam pre-processor.
The size of the computational box in longitudinal,
lateral and normal directions was (18 km x 15 km x 2
km). The mesh was refined close to the terrain surface
and the initial mesh includes 2e06 hexahedrons. The
accuracy in the results improves with finer mesh. The
computational grid (Figure 2) is generated using the
TerrainBlockMesher mesh generator
(TerrainBlockMesher). A problem with the OpenFoam
build-in mesh generator, "snappy hex approach", is
generation of unstructured mesh near to the terrain



surface. The mesh on the terrain surface is highly
irregular, and this is a major source of numerical error
near to the boundary surface. On the other hand
TerrainBlockMesher generates high quality of the
meshes for the complex geometries. The
TerrainBlockMesher first generates a basic mesh, which
is mainly an extensive blockMeshDict file consisting of
many multi blocks. The number of mesh points for each
box is given in the control parameter available with
TerrainBlockMesher. This technique allows a large
degree of control over the size and shape of the
computational cells. This grid technique only uses
hexahedral and prismatic cells, and no tetrahedral and
pyramid cells. In this case, all cell faces are either
vertical or parallel to the underlying terrain surface.
This reduces the numerical discretisation errors and
allows the use of a second-order discretisation scheme
without compromising convergence. This technique has
been successfully applied in other CFD studies to model
complex urban areas (Peralta et al. 2014).

Figure 1: Complex terrain located in Norway

Figure 2: Grid on the terrain using TerrainBlockMesher

Simulation of the complex terrain

The 3D steady Reynolds-Averaged Navier—Stokes
(RANS) equations are solved with the open source CFD
code "OpenFoam". The realizable k— model is used for
estimating the turbulent kinetic energy and turbulent
dissipation. Second-order discretization schemes are
used for both the convective and viscous terms of the
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governing equations. The SIMPLE algorithm is used for
pressure-velocity coupling.

In reality, turbulent kinetic energy and dissipation
varies with height above the terrain. The variation in
turbulent kinetic energy and dissipation depend on the
atmospheric condition. However, in the present study a
constant fixed value of turbulent kinetic energy and
dissipation rate were used at the inlet of the domain.
The inlet turbulent intensity was 0.15 and the turbulent
viscosity ratio was 0.2. Furthermore, the default wall
functions available in OpenFoam were employed.

Inlet Boundary condition

A logarithmic boundary condition have been used at the
inlet to the boundary of the domain. A logarithm
velocity profile, as shown in Figure-3 and described in
Eq. (14), is used to approximate the atmospheric
boundary layer (ABL).
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Figure 3 : Vertical profiles of the atmospheric boundary
layer (ABL)
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Where « is the von Karman constant, z is height, z, is
the aerodynamic roughness length and wu, is the friction

wind speed defined by ’T/p , 1is the wind stress, and p

is air density and 7 is shear stress at the ground surface.

There are mainly two types of roughness (Blocken
2015); (1) the roughness of the terrain that is included in
the computational domain, which is part of the terrain
geometry and (2) the roughness of the terrain that is not
included in the computational domain i.e. z, This
roughness is accounted through boundary layer profile
(Eq.14). The knowledge of the roughness z, is important
because it determines the shape of the inlet profiles of
mean wind speed and turbulence properties.

The roughness, z,, of the surface was around 0.03 m
in the current simulations. We have assumed that the
selected terrain is relatively smooth and it does not have
any dense trees and therefore the chosen roughness
should be enough.



A no-slip boundary condition is used on the
bottom terrain surface. On the sides and top surface of
computational domain a free slip boundary condition is
applied. At the exit of the computational domain an
outlet boundary condition is used.

Results and Discussion

CFD studies of flow over complex terrain that consists
of an irregular succession of hills and valleys are
presented in this section. The CFD data files obtained
from the OpenFoam was converted into FLUENT
format for visualization purpose. The velocity near to
the terrain surface is shown in Figure 4. Dominating
flow changes near the terrain surface due to the terrain
topography is clearly visible.

Figure 4: Contour plot of velocity near the terrain
surface using OpenFoam

Flow accelerates at the upper edge of the mountain and
deaccelerates on the leeward side. A mass consistent
simulation of the same terrain was carried out, and a
contour plot of the velocity near the terrain surface is
shown in Figure 5.

|
Ref. loc.

Figure 5: Contour plot of velocity near the terrain
surface using mass consistent model

The estimated flow field using both approaches show
roughly similar behavior (see Figure 4 and 5). The
velocity profile at different downstream positions (along
x direction) from reference location is shown in
Figure 6, 7 and 8 for mass consistent and CFD results.
The reference location is marked in Figure 5. The mass
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consistent model under-predicts the velocity at most
locations. The reason for this discrepancy is unresolved
momentum term in the mass consistent model.
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Figure 6: Velocity profile along vertical direction from
the terrain surface at reference location (reference
location is shown in Figure 5)
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Figure 7: Velocity profile along vertical direction from
the terrain surface at 2 km along x direction from
reference location (reference location is shown in Figure

5)
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Figure 8: Velocity profile along vertical direction from
the terrain surface at 3 km along x direction from
reference location (reference location is shown in Figure
5)

Method for coupling the terrain and turbine wake has
been described in theory section. In order to verify the
approach, a simplified geometrical model setup was
generated. In this simplified setup, one small turbine



was mounted on the Bolund hill geometry as shown in
Figure 9.

Figure 9: Turbine location on the Bolund terrain

Figure 10: Contour plot of the velocity near the Bolund
terrain without wind turbine

Turbine

Figure 11: Contour plot of the velocity on the terrain
and in turbine cross section

Mass consistent simulation of the Bolund hill without
wind turbine was performed and velocity distribution

for this configuration is shown in Figure 10. Wake
behind the wind turbine was calculated using Jensen
approach. Wake from the wind turbine and wake from
the terrain were superimposed using approach described
in earlier section. The resulting flow field without wind
turbine is shown in Figure 10. The resulting wind flow
field due to the turbine and terrain wake interaction is
shown in Figure 11. It can been seen that the flow over
the terrain interacts with wake generated from the wind
turbine. In the present study superposition of terrain and
turbine wakes is presented. Verification of the approach
is under progress and hopefully, the verification results
will be presented in the conference.

Conclusions

CFD and mass consistent simulations of flow over
complex terrain have been carried out. The mass
consistent model is able to capture local acceleration
and deceleration of flows due to terrain geometry.
However, predicted wind velocities using the mass
consistent are under-predicted compared with CFD data.
The under-prediction of the velocity is mainly due to
un-accounting of the momentum equation in the mass
consistent model. In the mass consistent model the
displacement zone, windward and leeward effects are
not considered in the initial field. Accounting for these
effects might improve the results. Integration approach
of the wind turbine wakes and terrain wake is presented.
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