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PREFACE  

This book contains selected papers  from  the 10th  International Conference on Computational Fluid 
Dynamics  in  the  Oil &  Gas, Metallurgical  and  Process  Industries.  The  conference was  hosted  by 
SINTEF in Trondheim in June 2014 and is also known as CFD2014 for short. The conference series was 
initiated by CSIRO and Phil  Schwarz  in 1997.  So  far  the  conference has been alternating between 
CSIRO  in Melbourne and SINTEF  in Trondheim. The conferences  focus on  the application of CFD  in 
the oil and gas  industries, metal production, mineral processing, power generation, chemicals and 
other process  industries. The papers  in the conference proceedings and this book demonstrate the 
current progress in applied CFD.  

The conference papers undergo a review process involving two experts. Only papers accepted by the 
reviewers are presented  in  the conference proceedings. More  than 100 papers were presented at 
the conference. Of these papers, 27 were chosen for this book and reviewed once more before being 
approved. These are well  received papers  fitting  the  scope of  the book which has a  slightly more 
focused scope than the conference. As many other good papers were presented at the conference, 
the interested reader is also encouraged to study the proceedings of the conference. 

The organizing committee would  like  to  thank everyone who has helped with paper  review,  those 
who promoted the conference and all authors who have submitted scientific contributions. We are 
also  grateful  for  the  support  from  the  conference  sponsors:  FACE  (the multiphase  flow  assurance 
centre), Total, ANSYS, CD‐Adapco, Ascomp, Statoil and Elkem. 

                Stein Tore Johansen & Jan Erik Olsen 
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ABSTRACT 
Multiphase flow occurs in a multitude of industrial and 
technological situations ranging from oil and minerals 
recovery to microfluidics and nanofluidics. In all these cases 
we are interested in modelling the flow of two immiscible 
phases through a complex geometrical domain. In the past few 
years, the Lattice Boltzmann method has been developed to 
model fluid flow both for single phase flow and two (or more) 
phases. In this study we consider the flow of a less viscous 
phase into a more viscous fluid (say water into oil) and focus 
on the stability of the interface. In particular it is known the 
interface becomes unstable leading to fingers of the less 
viscous phase jetting through the more viscous phase which 
has deleterious effects on oil recovery. We use the LB method 
to model this flow for a variety of fluid geometries.  

Keywords: Multiphase, interface stability, oil and gas. 

NOMENCLATURE 
Greek Symbols 
 LB particle density, [dimensionless]. 
 LB dynamic viscosity, [dimensionless]. 
 LB Kinematic viscosity, [dimensionless]. 
 
Latin Symbols 
f LB distribution function, [dimensionless]. 
P LB pressure, [dimensionless]. 
r  LB lattice position, [dimensionless]. 
u LB velocity, [dimensionless]. 
e  LB discrete velocity vectors, [dimensionless]. 
F LB force, [dimensionless]. 
g  LB weights, [dimensionless]. 
cs LB speed of sound, [dimensionless]. 
w LB weights, [dimensionless]. 
 
Sub/superscripts 
k multiphase component. 
i LB velocity direction. 

INTRODUCTION 
Understanding immiscible multiphase flow is vital in a 
vast array of industries such as oil recovery, mining, 
and technologies such as micro or nanofluidics. In our 
work we have been most interested in applications in 
the oil and gas industries where initially the rock or 
porous medium is filled with a wetting (oil phase). A 
second, non-wetting phase (i.e. water) is then injected to 

displace the wetting phase. Since the two phases are 
immiscible a well defined interface exists between the 
two phases.  
 
One of the most important quantities to determine the 
capability of a porous medium to produce oil is the 
permeability. When there are two (or more) phases 
present relative permeability curves are determined. In 
this case, as the second phase is injected instabilities in 
the interface between the two fluids can cause trapping 
of the initial phase by the injected phase. As such the 
relative permeability of the initial phase falls rapidly, 
even though there may be a large amount of that phase 
still present in the porous medium.  
 
Although relative permeabilities can be measured 
experimentally this can be quite difficult and time 
and/or money consuming. Alternatively , if one can 
obtain a digital model (such as from computed 
tomography X-ray scans or CT scans) of the rock at the 
pore level then this data may be imported into suitable 
numerical solvers so as to solve for the transport 
properties in the porous medium. There are a number of 
numerical methods which may, in principal, solve for 
the flow field in a real porous media. For example, in 
the past network models (Blunt, 2001; Pereira, 1999) 
have been used to determine relative permeability 
curves. In this case the complex topology of the porous 
medium is approximated by an equivalent network of 
interconnected pores and throats. The pores hold most 
of the fluid while the throats are where most of the 
pressure drops occur. Pores are approximated as spheres 
(or some similar regular geometry) while the throats are 
approximated by long, thin cylinders. Although relative 
permeability curves can be calculated with this method, 
the biggest problem is to accurately represent the 
complex topological microstructure with much simpler 
network models. Invariably, this leads to over-
simplifications of the porous medium which then lead to 
results which are not representative of the real medium.  
 
Alternatively, one can directly apply the numerical CFD 
solver to the CT data and solve for the (steady-state) 
flow field.  Using techniques such as finite element 
methods or Smoothed Particle Hydrodynamics one 
requires a suitable boundary mesh between the void 
space and solid domain of the porous medium. Because 
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this is a highly irregular surface, this is typically very 
difficult. A relatively recent CFD method that 
overcomes many of the problems with the methods 
mentioned above is the Lattice Boltzmann (LB) method 
(Succi, 2001). This method is based on the Boltzmann 
transport equation which considers the microscopic 
motion of distributions of particles. In the LB method 
the velocity space is discretised (and limited) to a small 
subset of possibilities, which enables a solution on a 
suitable simplified lattice. However, the exact pore 
space that is present in the digital data is modelled, i.e. 
the resolution of the numerical model is at the same 
scale as the digital data with no approximations.  
 
The LB method is now quite commonly used to 
compute flow fields for single phase flow (Pan and 
Miller, 2006). However, its application to immiscible 
multiphase flow is much more in its infancy. The main 
question to address is how to capture the effect of 
surface tension which causes the separation of the two 
phases? There have been a number of different attempts 
at representing the effect of surface tension. These 
include a colour gradient model (Gunstensen and 
Rothmann, 1992) a thermodynamic, free energy model 
(Swift et al, 1995) a mean-field theory model (He et al, 
1998) and a microscopic interaction model based on 
attractive and/or repulsive potentials between 
neighbouring particles (Shan and Chen, 1993). The 
methods by Swift et al (1995) and He et al (1998) were 
developed to naturally model a change of phase whereas 
the other two methods are isothermal and so specifically 
model the two-phase (immiscible) region of phase 
space. In this study we adopt the so called Shan-Chen 
model (Shan and Chen, 1993) to model surface tension. 
However, we implement an enhanced version of this 
model, so to reduce a numerical artefact - the so-called 
spurious currents. 
 
In the next section we introduce this model and extract 
macroscopic parameters such as surface tension and 
contact angles from it. We then apply it to sample 
porous media such as packed beds and carbonate 
samples. 

MODEL DESCRIPTION 
The LB model is a mesoscopic numerical method used 
to study incompressible fluid dynamics. Its main 
advantages over more conventional CFD techniques 
(which directly solve the Navier-Stokes equations) are 
its programming simplicity, computational efficiency 
and inherent parallelism due to a large amount of local 
computations. In addition, as mentioned in the 
Introduction, it naturally deals with complex porous 
media if suitable digital information is provided. Details 
of this method, applied to single phase flow, are 
available (Succi, 2001; Chen and Doolen, 1998) and 
thus we shall only focus here on the LB method applied 
to immiscible, multiphase flow. 
 
In the LB method distributions of fluid particles are 
propagated on a discrete lattice. At each time-step the 
fluid particles undergo a two-step process where 
particles are propagated to adjacent lattice nodes (called 

“streaming”) and then collided with other particles 
which converge on a specific node (called “collision”). 
Solid boundaries are treated in the streaming step 
whereby a bounce-back boundary condition is 
implemented (i.e. any fluid particles which stream into a 
solid site are simply reversed). More complex and 
accurate boundary conditions such as half-way bounce-
back or linear interpolation boundary conditions are 
also possible. In the collision step particle distributions 
relax towards a given equilibrium distribution - a 
Maxwellian distribution. Then macroscopic properties 
such as fluid density, fluid velocity and the stress tensor 
can be derived from the particle distributions. If we are 
dealing with only a single fluid, one set of particle 
distributions is defined, i.e. f(r, u, t) which denotes the 
distribution of particles travelling with a particular 
velocity u at time t at lattice node r. We will only 
consider a three dimensional (3D) model in this paper 
so that we implement the common D3Q19 model which 
indicates that there are 18 possible vectors, ei, in which 
particles may move in addition to the null vector. These 
18 possibilities are the vectors (1, 0, 0), (0,1,0), 
(0,0,1), (1,1,0), (1,0,1), (0,1,1).  
 
For n phases we now define n sets of distributions 
functions, which represent each immiscible phase - 
f1(r,u,t) ... fn(r,u,t). For each phase we solve the LB 
equation at node i. So for the kth phase (where k  
1,...n) we need to solve the LB equation: 

  )1(.t),(ft),(f
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1t),(fΔt)tΔt,(f eqk,
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where wi are weights which are defined for the given 
D3Q19 model. In Eq.(1), k represents a relaxation time 
for phase k and it can be shown to be related to 
kinematic viscosity via k = cs

2(k - 1/2) where cs is the 
sound speed and cs

2 equals  1/3.  
 
The relationship to macroscopic parameters such as 
density and velocity of the kth phase are given by 
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i
k
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The Shan-Chen model (Shan and Chen, 1993) (also 
referred to sometimes as the pseudo-potential model) 
employs nearest neighbour inter-particle potentials to 
model the interactions between components. In a sense 
this follows physical reality at the microscopic level 
where molecules interact via short-range Lennard-Jones 
type potentials. In the Shan-Chen model lattice nodes 
which have a separation of less than or equal to 21/2 
units are coupled together. 
In the Shan-Chen model, the interaction potential 
between components is accommodated via a force, Fk  
which is introduced through the velocity uk

eq in Eq.(2). 
This velocity is defined as (Shan and Chen, 1993) 

)4(.τ'ρρ kkk
eq
kk Fuu   

In this equation u' is a combined velocity and to satisfy 
momentum conservation must be 
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The fluid-fluid interaction for phase k at lattice node r is 
then given by 
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where gkk' is the interaction potential (or coupling 
parameter) between dissimilar components. The weights 
w depend on the separation between interacting nodes 
with w(1)=1/6 and w(2)=1/12. Note, we assume the 
coupling is zero for similar components. The pressure in 
this model is given by the equation of state 

 
k kk'

k'kkk'k
2
s .ρρg3ρcP )7(

 

One of the issues with this nearest neighbour 
implementation is that it leads to large spurious currents 
which are a numerical artefact.  These numerical 
artefacts, if not reduced to a minimum, will lead to large 
numerical instabilities.  Thus we shall attempt to reduce 
these numerical instabilities in two ways. Firstly, it has 
been found (Porter et al, 2012) extending the range of 
the pseudo-potential leads to a significant reduction (up 
to 1000 times) of these spurious currents. The range of 
pseudo-potential can in principal go to infinity but this 
of course comes at a computational cost. We have 
implemented here both 6th order (including all 
neighbours less than or equal to 2 units away) and 8th 
order (including all neighbours less than or equal to 81/2 
units away) pseudo-potentials. This increases the 
number of neighbours to be sampled from 18 (Shan-
Chen) to 32 (6th order) to 64 (8th order), but greatly 
enhances the numerical stability of the method. 
Weights, which are required in Eq. (6), for the 
additional neighbour pairs have been given by 
Sbragaglia et al (2007). Secondly, a slightly different 
form of the LB evolution (Eq.1) is used which employs 
an explicit force in the LB equation. This forcing term 
is defined by He et al (1998) 
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where now ueq = u' and Ti
k  is suitably added to Eq.(1). 

The phase velocities are modified in this case to 
./2fρ

i
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k
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Relationship to macroscopic surface tension 
The Shan-Chen model yields an interface between two 
immiscible phases via microscopic parameters g12, gs1 
and gs2. (The subscript s refers to a solid surface so that 
gs1 is the interaction between solid surface and phase 1.) 
They need to be related to macroscopic surface tension 
and contact angle measurements. To do this we use the 
Young-Laplace equation 

)9(,
R
2γΔP 

 

where  is the macroscopic surface tension and R is a 
droplet radius. 
 

 
Figure 1.  Droplets created using the Shan-Chen model (a) In 
the bulk, (b) wetting droplet (light shade) between two hard, 
flat surfaces (c) non-wetting droplet between surfaces and (d) 
different contact angle non-wetting drop between two 
surfaces. 
 
To obtain  we begin with a number of different sized 
cubical droplets. These quickly relax to spheres of 
different radius (see Fig. 1a) and then we measure the 
pressure difference between the interior and exterior of 
the droplet using Eq. (7). This plot is shown in Fig. 2 
and the surface tension is extracted from the gradient. 
To convert this surface tension to physical (SI) units we 
need to suitably scale it with physical values of mass 
and time. Properties such as length and mass can be 
easily related to physical case of interest. However, time 
is more difficult. A time scale can be extracted by 
relating the physical viscosity and LB viscosity. 
 
We can also model different contact angles of droplets 
on hard surfaces as shown in Fig.1b, c and d. This is 
done by varying the surface-droplet parameters gs1 and 
gs2. In Fig. 1b these parameters are set to gs1 = 0.01 and 
gs2 = 0.0 resulting in a wetting droplet (the light shade 
corresponds to the droplet). In Figs. 1c and 1d we 
change these parameters to gs1 = 0.0 and gs2 = 0.01 (for 
c) and gs1 = 0.0 and gs2 = 0.02 (for d) resulting in 
different non-wetting contact angles. A relationship 
relating the contact to the interaction (coupling) 
constants has been given by Huang et al (2007):  

)10(,
)ρ(ρg
)g2(gθcos

2112

s2s1





 

where  and  are densities of fluid 1 and 2, 
respectively. 
It is well know that the Shan-Chen model gives surface 
tensions which can depend on the viscosity ratio 
between fluids. This can be overcome by using multi-
relaxation time (MRT) schemes (D’Humieres et al, 
2002). However, for the present study we implement a 
single relaxation time (SRT) scheme. 
 

b) a)

d) c)
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Figure 2. Young-Laplace law for g12 = 0.2. We plot the 
pressure difference between the interior and exterior of the 
droplet versus the inverse radius of the droplet. Black squares 
represent the LB results while the dashed line is a best fit line 
which passes through the origin and the squares. 

IMMISCIBLE FLUID DISPLACEMENT  
We next apply the LB model to flow in a square 
capillary or tube. The tube is initially filled with a 
wetting fluid and a second non-wetting fluid is injected 
to displace the wetting fluid. This can be achieved in 
one of two ways - either with an inlet and outlet 
pressure difference or with a body force (such as 
gravity) on the whole fluid. The pressure boundary 
conditions are implemented by prescribing densities 
(via the distribution functions) on the inlet and outlet 
(Zou and He, 1997). Body forces can be included by 
adding them to the force in Eq. (4). A number of 
different viscosity ratios have been implemented in the 
following simulations. Generally, we only obtain 
numerically stable simulations for viscosity ratios 
between 1 and 5. The non-wetting fluid has the lower 
viscosity so as to mimic the (practical) case of a water-
oil flood.  
 

Capillary pressure 
When a non-wetting fluid displaces a wetting fluid in a 
capillary tube it must overcome the capillary pressure 
given by cos/R where 2R is the tube cross-sectional 
diameter. So for a given pressure difference between the 
inlet and outlet the non-wetting fluid will only enter the 
tube with a diameter greater than cos/P.  To test 
that the model captures this correctly we ran a number 
of simulations with a narrow, rectangular throat joining 
the inlet and outlet reservoirs.  (The inlet is at the left 
edge of Fig. 3 and outlet is at the right edge of this 
figure. The invading fluid is the A-phase which is red.) 
For each simulation the throat width is constant (at 20 
LB units) but the pressure gradient is successively 
decreased. In Figs. 3a-3d we show the results where we 
have decreased the pressure difference between the inlet 
and outlet from 10-2 LB units (Fig. 3a) to 5.8 X 10-3 
(Fig. 3b) to 5.1 X 10-3 (Fig. 3c) and finally 4.4 X 10-3 
(Fig. 3d). 

In Fig.3a the invading, non-wetting fluid (red) rapidly 
invades the narrow throat before entering the outlet 
reservoir and increasing in size as a non-wetting bubble. 
In Fig.3b the invading fluid can overcome the capillary 

threshold pressure but by Fig. 3c this is not possible. 
We thus estimate the threshold capillary pressure is 
between 5.1 X 10-3 and 5.8 X 10-3 LB units. Additional 
simulations in between these two values have been 
carried out and it appears that the threshold pressure is 
very near 5.1 X 10-3 LB units. Note in Figs. 3c and 3d 
the meniscus in the left-hand (inlet) reservoir cannot fill 
the corners as the pressure in the A-phase (red region) is 
not large enough to fill the small corner. In both these 
cases, even though we ran the simulation for as long as 
possible, the A-phase never filled the narrow throat or 
the corner regions. 
 

Figure 3. LB simulations of a non-wetting fluid (red) 
invading a rectangular pore throat which is 20 LB units wide. 
a) A pressure difference of 10-2 LB units between inlet (left 
side) and outlet (right side) has been applied. b) Pressure 
difference of 5.8 X 10-3, c) pressure difference of 5.1 X 10-3 

and d) pressure difference of 4.4 X 10-3. For the last two cases, 
the meniscus remains at the entrance of the narrow throat for 
the duration of the simulations (which were allowed to run for 
as long as practically possible). 

Porous media 
The aim of this work is to be able to model multiphase 
flow in a real porous medium. Previously we have done 
this for single phase flow in carbonate rocks using CT 
scan digital data (Liu et al, 2014). Multiphase flow 
poses a much larger numerical problem due to surface 
tension which causes the two phases to remain demixed. 
Applying the present model directly to CT data is a 
serious problem for a number of reasons. Firstly, the 

b)

a)

c)

d)
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complex and irregular pore space can lead to extremely 
narrow throats and hence extremely high pressures. The 
multiphase LB algorithm becomes numerically unstable 
very quickly and the solution cannot be achieved. 
Secondly, the multiphase method requires one to solve 
for up to n distribution functions which can mean an 
exorbitantly large amount of compute time and memory. 
Thirdly the complex 3D topology of real porous media 
makes it extremely difficult to visualize and (hence) 
understand the flow transport paths.  
 
For the reasons just mentioned, initially, we implement 
a much simpler porous medium and then build to more 
complex cases. These are pseudo 3D models. We 
previously (Pereira, 1999) used these types of model to 
understand the rules for three-phase displacement (i.e., 
displacement of oil and water by a third phase such as 
gas). Although they are an over-simplification of a real 
porous medium, they are extremely useful in developing 
new numerical models since they allow us to follow the 
pore-scale fluid flow.  
 
The sample porous medium we use is a rectangular 
domain (in the x and y directions) with a small thickness 
(in the third direction, z). The length of the sample in 
the x direction is slightly greater than in the y direction.  
Solid spheres are placed in a two-dimensional, 
hexagonal pattern in the rectangular domain.  The 
spheres have a variable diameter selected from a 
uniform distribution between 4 and 10 LB units. The 
centres of the spheres coincide with the mid-plane in the 
z-direction. Figure 4 shows the sample porous medium 
with the inlet placed along the bottom edge and the 
outlet along the top edge. Solid spheres are a dark blue 
colour, the invading fluid (non-wetting) is red and the 
defending fluid (wetting) is a lighter shade of blue. In 
this case we wish to simulate a gravity flood so that we 
drive the fluid with a body force of 10-5 LB units. Solid 
boundary conditions are imposed on the left-hand and 
right-hand side-walls. The x dimension is 160 LB units 
and the y dimension is 120 LB units. The z direction 
thickness is only 6 LB units but we have periodic 
boundary conditions in this direction. We use a 
viscosity of 0.166 LB units for the non-wetting phase 
and 0.5 LB units for the wetting phase, giving a 
viscosity ratio of 3. 
 
Figure 4b displays the flow at an intermediate time 
during the primary drainage flood. In the bottom left 
corner and the central region (near the inlet) there exist 
clusters of relatively large spheres. Thus the gap 
between these spheres is quite small and hence the 
capillary pressure required to invade these regions is 
large. As a result the invading fluid preferably floods 
the right hand side of the domain and the left central 
region. Thus two main fingers develop, which is typical 
of viscous fingering. As the flood proceeds the finger on 
the left side of the domain has the path of least 
resistance and hence rapidly reaches the outlet (Fig. 4c). 
The other finger, on the right side of the domain, has 
reached around 2/3 of the distance between inlet and 
outlet.  It is clear from this simulation the interface 
between the non-wetting phase and wetting phase is 

unstable leading to viscous fingers which leave behind 
vast unexplored regions of the B-phase (blue), before 
reaching the outlet. 
 

 Figure 4. Two-phase immiscible displacement for a sample 
of packed spheres. A slice in the x-y plane is shown. The A-
phase (red) is the non-wetting/invading fluid while the B-
phase (blue) is the wetting/defending fluid. The dark blue 
spheres are solid. Fluid is driven by a constant body force of 
10-5 LB units. a) Early configuration, b) intermediate 
configuration where non-wetting fluid preferentially fingers 
through domain and c) breakthrough configuration where non-
wetting fluid has fingered through on two sides of the domain 
leaving behind regions of wetting fluid. 
 
Carbonate Sample: The previous simulation has shown 
the present method yields a physically realistic 
realisation of a gravity driven flood in a packed bed. We 
now would like to apply it to a real rock sample. At the 
moment we do not have the computer memory and 
speed to complete a full 3D flood. So instead we apply 
the technique to a pseudo 3D geometry. We have 
obtained CT data of real carbonate rocks (Liu et al, 
2014) and taken a slice of this data. That is a slice of 
dimension 400 voxels by 400 voxels and thickness of 6 

a)

b)

c)
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voxels. Each voxel corresponds to a cube of edge length 
2.m, so that the sample simulated is essentially 
1.35mm2 (with thickness in third dimension negligible). 
The porosity of this sample is high at around 55%. 
 
One of the advantages of the LB method can be readily 
seen from Fig. 5, in that we simply input the CT data 
into our LB code. No pre-processing of the boundaries 
between solid and pore regions needs to be made, as in 
some other methods (Pereira et al, 2011). The flood in 
this case is driven by a body force of 10-5 LB units and 
solid boundary conditions are applied on the left and 
right-hand side walls. The same viscosities as for the 
packed bed case are used. 
 
As in the packed bed case, the interface between non-
wetting and wetting phases is unstable and leads to 
viscous fingers developing. These fingers rapidly 
invade the sample leaving behind unexplored regions of 
wetting phase. This will have significant implications 
on the overall recovery and relative permeability curves. 
 
In principal, we can calculate relative permeability 
curves for this primary drainage flood using a single 
phase, multiple-relaxation time, LB method as we have 
previously done (Liu et al, 2014). At various stages 
during the flood, the configuration of each phase is 
input into the single phase code and permeabilities are 
calculated. In a realistic (three-dimensional) domain, 
one obtains non-zero permeabilities for each phase 
during the flood. However, in this simplified scenario, 
as soon the invading phase spans the width of the 
sample porous medium (e.g., see Fig. 4c) the defending 
phase permeability drops to zero. So the relative 
permeability curves become almost trivial. As such we 
do not display them for these cases. 

CONCLUSIONS 
The present work describes a numerical model for the 
complex process of multiphase flow in porous media. 
While we have focussed on applications in oil recovery, 
where the porous medium can have a highly irregular, 
random topology we also would like to apply this to 
other technological applications such as in micro or 
nano-fluidics.  The present model is based on the Shan-
Chen method but with an increased range of interaction 
which leads to an enhanced numerical stability of the 
algorithm. It has been shown to properly describe the 
behaviour of immiscible fluids leading to bubbles and 
droplets (either wetting or non-wetting) on solid 
substrates.  
 
We have proceeded to apply the method to model 
immiscible flooding of porous media, which included 
packed beds and real rock samples. Both cases led to 
viscous fingering which results when the invading 
phase has a smaller viscosity than the defending phase 
and for comparatively large body forces. By varying 
these parameters (viscosity ratios and body forces) we 
would expect to recover other regimes of capillary 
fingering and stable displacement. 
 

In spite of the encouraging results from this work, there 
still remain a few issues that remain to be addressed. 
These are: 

 Implementation of a multi-relaxation time 
(MRT) scheme, yielding surface tensions 
which are independent of viscosity. 

 Capability to deal with much larger three-
dimensional domains, so as to model a real 
porous medium. This requires parallelisation of 
the present code. 

 
These issues will be addressed in the future and results 
reported elsewhere. 
 

 
Figure 5. Breakthrough configuration in a carbonate 

sample. The invading (non-wetting) phase is red while the 
defending (wetting) phase is light blue. The solid regions are 
dark blue. 
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