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PREFACE  

This book contains selected papers  from  the 10th  International Conference on Computational Fluid 
Dynamics  in  the  Oil &  Gas, Metallurgical  and  Process  Industries.  The  conference was  hosted  by 
SINTEF in Trondheim in June 2014 and is also known as CFD2014 for short. The conference series was 
initiated by CSIRO and Phil  Schwarz  in 1997.  So  far  the  conference has been alternating between 
CSIRO  in Melbourne and SINTEF  in Trondheim. The conferences  focus on  the application of CFD  in 
the oil and gas  industries, metal production, mineral processing, power generation, chemicals and 
other process  industries. The papers  in the conference proceedings and this book demonstrate the 
current progress in applied CFD.  

The conference papers undergo a review process involving two experts. Only papers accepted by the 
reviewers are presented  in  the conference proceedings. More  than 100 papers were presented at 
the conference. Of these papers, 27 were chosen for this book and reviewed once more before being 
approved. These are well  received papers  fitting  the  scope of  the book which has a  slightly more 
focused scope than the conference. As many other good papers were presented at the conference, 
the interested reader is also encouraged to study the proceedings of the conference. 

The organizing committee would  like  to  thank everyone who has helped with paper  review,  those 
who promoted the conference and all authors who have submitted scientific contributions. We are 
also  grateful  for  the  support  from  the  conference  sponsors:  FACE  (the multiphase  flow  assurance 
centre), Total, ANSYS, CD‐Adapco, Ascomp, Statoil and Elkem. 

                Stein Tore Johansen & Jan Erik Olsen 
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ABSTRACT 
Experiments and numerical conjugate heat transfer 
simulations are performed on a simple T-pipe geometry. The 
T-pipe geometry is partially insulated and mimics subsea 
equipment which is subject to cool-down after a production 
shut-down. During flowing conditions the flow is turbulent 
before closing down and cool-down starts. After some time 
after shut-down the flow becomes near stagnant in parts of the 
geometry whereas it remains turbulent in the vertical section 
for a long time after shut-down due to large buoyant forces. 
Velocities were measured with particle image velocimetry 
(PIV), whereas temperature was measured using resistance 
temperature detectors (RTD's) and thermocouples. A 
particular focus is on the effect of using Reynolds-averaged 
Navier–Stokes (RANS) turbulence models on a buoyant flow 
which is laminar, transitional and turbulent within a single 
fluid domain.  

Keywords: CFD, turbulence, natural convection, PIV.  
 

NOMENCLATURE 
 
Greek Symbols 
ρ Mass density, [kg/m3]. 
µ Dynamic viscosity, [kg/ms]. 
ν Kinematic viscosity, [m²/s]. 
β Coefficient of thermal expansion, [1/K]. 
α Thermal diffusivity, [m²/s]. 
σ Stefan-Boltzmann constant, [W/m²K4]. 
ε Emissivity, [-]. 
ε Turbulent dissipation rate, [m²/s³].  
δ Kronceker Delta, [-]. 
ω Turbulence eddy frequency, [1/s]. 
 
Latin Symbols 
L Characteristic length, [m]. 
p Pressure, [Pa]. 
u Velocity, [m/s]. 
g Gravitational acceleration [m/s²]. 
h Heat transfer coefficient [W/m²K]. 
k Thermal conductivity, [W/mK]. 
k Turbulent kinetic energy [m²/s²].  
T Temperature, [°C]. 
 
Sub/superscripts 
G Gas. 

i Index i – spatial direction x. 
j Index j – spatial direction y. 
s Surface. 
∞ Ambient.  
t Turbulent.  
 

INTRODUCTION 
In subsea oil and gas industry, thermal insulation of 
equipment is often used as a method to slow down cool-
down, and to facilitate shut-down procedures. Great 
effort is spent on predicting the thermal behaviour of 
hydrocarbon production systems in order to identify and 
prevent hydrate formation in the production fluid during 
normal production, and during planned or unplanned 
shut downs. 
 
Subsea equipment generally cannot be fully insulated 
for different reasons; avoid overheating of electronic 
components, facilitate remotely operated underwater 
vehicle (ROV) access, clearance, and various other 
reasons. The uninsulated parts of the subsea equipment 
create cold-spots which may have a severe effect on the 
thermal performance. Detailed thermal analyses are 
required to assess the effect of these cold-spots and to 
make sure the equipment is adequately insulated. An 
increasingly large fraction of the detailed thermal 
analyses within the subsea industry nowadays are 
conjugate heat transfer computational fluid dynamics 
(CFD) simulations.  
 
Engineering flows are generally turbulent and laminar 
flows are seldom encountered. One exception is natural 
convection, i.e. buoyancy driven flow. During cool-
down of subsea equipment, laminar, transitional and 
turbulent flow may occur simultaneously within the 
same domain. RANS-turbulence models, which is the 
only feasible level of turbulence treatment in CFD for 
engineering purposes on full scale equipment, are 
developed for high Reynolds number flow and are 
generally unable to predict the correct solution if the 
actual flow is laminar or transitional. 
 
CFD simulations are often used in the design process of 
the insulation on subsea equipment in the subsea 
industry. However, the accuracy and uncertainty of the 
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The vertical pipe (dead-leg) is not insulated, thus, from 
a modeling point of view, the external boundary 
conditions between the pipe geometry and the air (a heat 
transfer coefficient in conjunction with an ambient 
temperature and the radiative heat loss) is very 
important. Contradictory to for fully insulated 
equipment the value of the heat transfer coefficient will 
potentially influence the results to a great extent. 
However, the header is insulated to be able to simulate 
more realistic subsea conditions, i.e. equipment which is 
partially insulated. 
 
During stage 2 (cool-down) the internal and external 
temperatures were measured together with velocity 
fields. The temperatures were sampled continuously, but 
the velocity fields were acquired every five minutes. 
The velocity field results presented herein is the average 
of several experiments.  
 
Water temperature was measured at 7 different locations 
using RTD's inserted 50 mm into the header and dead-
leg. The locations of the sensor locations/measuring 
points are listed in Table 1. The location of the RTD's 
can also be seen in Figure 1 and a different view with 
coordinate system in Figure 2. 
 

Table 1: Internal sensor locations. 

Sensor name 
Location 

X [m] Y [m] Z [m] 

PT1  0 0.0225 -0.977 

PT2 0 0.0225 -0.377 

PT3 0 0.0225 0.396 

PT4 0 0.0225 0.996 

PT5 0 0.397 0.023 

PT6 0 0.797 0.023 

PT7 -0.059 0.950 0 

 
 

 
Figure 1: Side view of CFD-model with insulation and sensor 

locations. 

 
Figure 2: Perspective view showing the orientation of the 

coordinate system. 

Type-t and type-k thermocouples were used to measure 
the external temperature of the test-geometry. For 
redundancy three sensors were used to measure the 
external temperatures at each location. The results from 
these sensors are not presented. 
 

CFD SIMULATIONS 
A side view of a CFD-model of the experimental setup 
is shown in Figure 1. The model contains the Plexiglas 
geometry, the insulation, and sensors. The RTD's used 
to measure the internal fluid temperatures are large and 
intrusive and may influence the results if not accounted 
for. Hence, a simplified version of the sensor was 
included in the CFD-model. The simulations were run 
using ANSYS CFX v.14.5. 
 
The CFD-simulations were run in two stages; the first to 
mimic the production phase in a subsea system, i.e. flow 
through the geometry before a planned or unplanned 
shut-down. The second stage emulates the shut-down 
phase, i.e. from the initial valve closure and the 
subsequent cool-down. The second stage uses the results 
from the first stage as an initial condition.  
 
The heat transfer from the test geometry to the ambient 
air is governed by radiation and convection. The 
radiative heat transfer was modeled assuming black 
body radiation, i.e. the heat loss due to radiation is 
modeled as 
   

���� � ������ � ����  
 

(1) 
 
 

where ε is the emissivity of the body, σ is the Stefan-
Boltzmann constant, �� is the surface temperature, and 
��	is the ambient temperature. The external Nusselt 
number (�� � ��

� ) due to convective heat transfer on 
the dead-leg was computed using the following 
empirical correlation 
 
 �� � ������ � ����������

����������� ������������  
 
 

(2) 

, where �� � �
� (Prandtl number). This equation is valid 

for vertical walls, and vertical cylinders under certain 
conditions.  A similar correlation (other constants) was 
used to compute the Nusselt number for the header, see 
Incropera (2007). 

A. Jensen, S. Grafsrønningen  

2 

simulations are seldom reported, nor are the results 
verified against experimental data. The use of mainstay 
engineering CFD approaches introduces an uncertainty 
due to the inadequacy of the RANS-models to capture 
laminar to turbulent transitions and relaminarizations.  
 
An assessment of the effect of using turbulence models 
on such transitional flows has been performed in order 
to shed some light on the uncertainty of thermal CFD 
cool-down simulations.  
 
Only a few papers have investigated the thermal 
performance of straight vertical or horizontal dead legs 
in order to understand the convective behavior of the 
fluid. Habib et al. (2005) conducted an experimental and 
numerical study of the effect of dead leg geometry and 
average flow velocity on oil/water separation in dead 
legs. The length of the dead leg was varied and a fluid 
mix of 90% oil and 10% water was considered. They 
concluded that the size of the stagnant fluid region 
increased with increased length to diameter ratio and 
decreased with increased inlet velocity. Asteriadou et al. 
(2009) presents several CFD models of a flow in a T-
piece configuration. The computational models were 
validated by experiments. The flows varied from 
laminar to turbulent. The authors report that finer mesh 
and enhanced wall functions application with mesh 
refinement did not seem to have a positive impact on the 
solution. 
 
A handful of papers were found on cool-down, 
numerical modelling and experiments. Taxy and 
Lebreton (2004) conducted CFD simulations and full 
scale insulation tests. They concluded that numerical 
simulations helped to understand the phenomenology 
observed during different tests and were the key element 
to determine the correct action to implement in the 
insulation design. In Moe et al. (2005) the temperature 
development in two simple geometries and one gate 
valve were tested in a laboratory and analyzed with 
CFD. They found excellent agreement in some of the 
cases and concluded that CFD is a suitable tool for cool-
down simulations. Furthermore, they also claimed that 
CFD would provide valuable input to finite element 
analysis (FEA) simulations to correct for the convective 
heat transfer.  A full scale cool-down test of an X-Tree 
was used to verify the design and numerical models in 
Aarnes et al. (2005). CFD and FEA agreed very well 
with the test results in the main part of the X-Tree 
system. 
 
Mme et al. (2008) presented results from both 
experiments and numerical modeling of a cool-down in 
a pipe with a cold spot. The inclination of the pipe was 
varied and it was found that the heat transfer was most 
efficient when the inclination was close to horizontal. 
CFD with a k-ε model was used to simulate the cool-
down. The heat flow by the simulations was reported to 
be under-predicted up to 25%. In a recent paper by Lu et 
al. (2011), CFD and FEA were validated against 
controlled experiments. A coated 24 inch steel pipe was 
welded onto a production tree and elbow. The test 
assembly was placed in fresh water and temperatures 
were measured with thermocouples. Measurements 

were conducted in steady-state and during cool-down. 
The discrepancy was 5% between CFD and experiments 
for both cases. FEA gave similar results compared to the 
experiments. 
 
This article presents results from conjugate heat transfer 
cool-down CFD simulations with comparison against 
cool-down experiments with a particular focus on the 
effect of using RANS turbulence-models on a buoyant 
flow which is laminar, transitional, and turbulent, within 
a single fluid domain.  
 

EXPERIMENTS 
For validation of the CFD model, experiments were 
conducted at the Hydrodynamics laboratory, University 
of Oslo. An idealized geometry in transparent material 
(Plexiglass) was chosen to give access to optical 
measurement techniques but also the possibility for 
more quantitative analysis, e.g. observations.  
 

Experimental setup and techniques 
A large diameter (ID 6") horizontal pipe (3m long 
header) with a vertical branch (1m) mounted together 
was used in the experiments (shown in Figures 1 and 2). 
The vertical dead-leg must be long to be able to 
generate flow with Rayleigh numbers ) 
encountered in subsea equipment. The characteristic 
length scale used in the Rayleigh number is the free 
vertical length, i.e. the length of the dead-leg in the 
dead-leg, and the diameter in the header region.  
 
Water was used as test media and circulated until the 
required temperature was met and steady state 
conditions were reached (stage 1 - steady state). The 
flow rate was 1300 kg/h with an accuracy of +/- 0.5%.  
The inlet temperature was 45°C and the ambient 
temperature was 21°C.  
 
A set of valves were mounted on each side of the test rig 
to be able to enclose the flow (state 2 - cool-down). The 
header was insulated with Glava (40mm) and installed 
horizontally on a table covered with Styrofoam to avoid 
heat transfer to and from the table. 
 
Fluid velocities and external/internal temperatures were 
measured with high accuracy using PIV, flow meters, 
PT100 RTD sensors and thermocouples. PIV has seen 
an increase in popularity over the last two decades, 
much caused by the developments in camera and laser 
technology. This method is using pattern matching 
techniques to be able to track the motion of passive 
particles which are added to the flow. A sequence of 
images is used in the post-processing to find the 
temporal variation of the velocity in a flow. Kinematics 
and dynamics can be found using various processing 
techniques. The PT100 sensors were measuring the 
water temperature, whereas the thermocouples were 
measuring the wall temperature at different positions in 
the interior and exterior. The accuracy of PIV is very 
high if the experiments are carefully executed, the error 
is expected to be around 1%. 
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The vertical pipe (dead-leg) is not insulated, thus, from 
a modeling point of view, the external boundary 
conditions between the pipe geometry and the air (a heat 
transfer coefficient in conjunction with an ambient 
temperature and the radiative heat loss) is very 
important. Contradictory to for fully insulated 
equipment the value of the heat transfer coefficient will 
potentially influence the results to a great extent. 
However, the header is insulated to be able to simulate 
more realistic subsea conditions, i.e. equipment which is 
partially insulated. 
 
During stage 2 (cool-down) the internal and external 
temperatures were measured together with velocity 
fields. The temperatures were sampled continuously, but 
the velocity fields were acquired every five minutes. 
The velocity field results presented herein is the average 
of several experiments.  
 
Water temperature was measured at 7 different locations 
using RTD's inserted 50 mm into the header and dead-
leg. The locations of the sensor locations/measuring 
points are listed in Table 1. The location of the RTD's 
can also be seen in Figure 1 and a different view with 
coordinate system in Figure 2. 
 

Table 1: Internal sensor locations. 

Sensor name 
Location 

X [m] Y [m] Z [m] 

PT1  0 0.0225 -0.977 

PT2 0 0.0225 -0.377 

PT3 0 0.0225 0.396 

PT4 0 0.0225 0.996 

PT5 0 0.397 0.023 

PT6 0 0.797 0.023 

PT7 -0.059 0.950 0 

 
 

 
Figure 1: Side view of CFD-model with insulation and sensor 

locations. 

 
Figure 2: Perspective view showing the orientation of the 

coordinate system. 

Type-t and type-k thermocouples were used to measure 
the external temperature of the test-geometry. For 
redundancy three sensors were used to measure the 
external temperatures at each location. The results from 
these sensors are not presented. 
 

CFD SIMULATIONS 
A side view of a CFD-model of the experimental setup 
is shown in Figure 1. The model contains the Plexiglas 
geometry, the insulation, and sensors. The RTD's used 
to measure the internal fluid temperatures are large and 
intrusive and may influence the results if not accounted 
for. Hence, a simplified version of the sensor was 
included in the CFD-model. The simulations were run 
using ANSYS CFX v.14.5. 
 
The CFD-simulations were run in two stages; the first to 
mimic the production phase in a subsea system, i.e. flow 
through the geometry before a planned or unplanned 
shut-down. The second stage emulates the shut-down 
phase, i.e. from the initial valve closure and the 
subsequent cool-down. The second stage uses the results 
from the first stage as an initial condition.  
 
The heat transfer from the test geometry to the ambient 
air is governed by radiation and convection. The 
radiative heat transfer was modeled assuming black 
body radiation, i.e. the heat loss due to radiation is 
modeled as 
   

���� � ������ � ����  
 

(1) 
 
 

where ε is the emissivity of the body, σ is the Stefan-
Boltzmann constant, �� is the surface temperature, and 
��	is the ambient temperature. The external Nusselt 
number (�� � ��

� ) due to convective heat transfer on 
the dead-leg was computed using the following 
empirical correlation 
 
 �� � ������ � ����������

����������� ������������  
 
 

(2) 

, where �� � �
� (Prandtl number). This equation is valid 

for vertical walls, and vertical cylinders under certain 
conditions.  A similar correlation (other constants) was 
used to compute the Nusselt number for the header, see 
Incropera (2007). 
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During stage 1 the flow in the geometry is a 
combination of forced, mixed and natural convection. 
The flow in the header is dominated by forced 
convection, whereas both forced and natural convection 
is of importance in the lower part of the dead-leg. In the 
upper part of the dead-leg natural convection is of sole 
importance. Similar effects are expected for actual 
subsea equipment as well.  
 
During stage 2, after the circulation has stopped and the 
isolation valves are closed, a convective pattern inside 
the geometry develops due to the thermal differences in 
the system. The level of mixing in the header during 
stage 1 and stage 2 depends on the flow pattern. If the 
flow is turbulent, the mixing between the header and 
dead-leg regions is large whereas it is limited if the flow 
is laminar. Whether a flow is laminar or turbulent is 
given by local conditions. 
 
Turbulence is generated by mean velocity shear and 
coupled turbulent velocity and temperature fluctuations, 
whereas it is suppressed by thermal stratifications and 
turbulent shear. Mean shear dominates production of 
turbulent kinetic energy, hence for a vertical pipe, given 
that the Rayleigh number is large enough, the 
turbulence will be generated in the shear region close to 
the wall. For intermediate Rayleigh numbers such a 
configuration may lead to intermittent flow, where 
intermittent alludes to a flow which spatially and 
temporally is turbulent.  
 
Simulations with different turbulence models were 
conducted to determine the effect of the various RANS 
turbulence models; 
 

 k-ω 
o Two-equation model – first moment 

closure model 
 SST 

o Two-equation model – first moment 
closure model 

 RSM-ω 
o Reynolds Stress model – second 

moment closure model 
 k-ε 

o Two-equation model – first moment 
closure model 

 
Historically the k-ε model has been the mainstay 
turbulence model within engineering, and still is within 
some communities. Turbulence models are generally 
developed based on assumptions of high Reynolds 
number flow, which does not fit the nature of turbulent 
natural convection flow very well.  
The near wall mesh in turbulent simulations is generally 
very important to accurately calculate the wall shear and 
heat fluxes. RANS-models often use wall functions to 
predict the near wall physics as the near wall mesh 
requirements may become prohibitively stringent for 
high Reynolds number flow. The wall functions use 
models to account for the near wall physics without 
having to resolve the innermost region of the boundary 
layer with the computational grid. Wall functions are 

based on functions which describe the viscous sub-layer 
and the buffer layer found in high Reynolds number 
flow. However, the near wall physics found in turbulent 
natural convection does not resemble that of the forced 
flow; hence wall functions cannot be used to accurately 
predict turbulent natural convection.  
 
Some of the turbulence models available in CFX (ω-
based models, both single moment and second moment 
closures) and other CFD-packages use a low-Reynolds 
number formulation in innermost part of the boundary 
layer. In order to exploit the low-Reynolds number 
formulation a near wall mesh resolution of  is 
required to avoid the use of wall functions.  
 
The ε-based turbulence models, both first moment 
closures and second moment closures generally rely on 
wall functions even though the near wall mesh is 

. It should be noted that it is generally 
recommended to avoid very fine near wall mesh 
resolutions  when using the k-ε model as this 
combination is known to produce strange results. A 

 cannot be guaranteed even for rather coarse 
near wall meshes for such geometries due to near 
stagnant flow in some regions. The ε-based turbulence 
models do not switch to a low-Reynolds number 
formulation close to walls for fine meshes. This makes 
the ε-based turbulence models unsuited for turbulent 
natural convection flows. A simulation using the widely 
used k-ε model is included to assess the effect of using 
this model even though it is anticipated that the results 
are poor. The results observed herein for the k-ε model 
may to a certain extent be attributed to a too fine near 
wall mesh.  
 
Barakos and Mitsoulis (1994) investigated natural 
convection in a square cavity for a wide range of 
Rayleigh numbers numerically using turbulence models 
with and without wall functions. Their results show that 
the predicted Nusselt number deviates significantly 
from the experimental data when wall functions are 
used. The predicted Nusselt number is twice that of the 
experimental data for large Rayleigh numbers, whereas 
results from simulations without wall functions compare 
well with the experimental data.  
 
The k-ω turbulence model is known to produce good 
results for natural convection in enclosures and lid-
driven cavities. However, all the single moment 
closures use a single scalar to describe the turbulence 
which leads to the inherent assumption that the 
turbulence is isotropic, which for buoyant turbulent 
flows is not the case. Furthermore, the single moment 
closures rely on the Boussinesq-approximation to relate 
Reynolds stresses to the mean shear 

. Here  is Reynolds stresses,  is turbulent 
eddy viscosity,  is the rate of strain tensor, and  is 
turbulent kinetic energy. This assumption leads further 
to an inherent equilibrium between the Reynolds 
stresses and mean shear, which is generally not valid for 
buoyant turbulent flows. Nevertheless, even though 
single moment closures does not have the best 
prerequisites to accurately model this type of flow, 
simulations using single moment closure models are 
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included here to see if they are able to produce adequate 
results or not.  
 
Simulations with three different meshes using the k-ω 
model were conducted to determine which mesh level 
that was required to obtain mesh independent results. 
All meshes were made of a combination of tetrahedrons, 
hexagons and prisms. Conformal mesh was used for 
nearly the entire model. On curved interphases such as 
for the inner pipe wall it is important to use a conformal 
mesh. If a non-conformal mesh is used it is vital that the 
mesh resolution is fine enough so that the surface area 
on both sides of the interphase is accurately predicted. 
On the interphase the heat flux is conserved, if the 
surface area on each side of the interphase is different, 
the heat flux will not be conserved. A non-conformal 
coarse surface (interphase) mesh may significantly 
influence the results in a conjugate heat transfer 
simulation. Sweep mesh was used on the piping where 
possible. The mesh in a part of the geometry is shown in 
Figure 3.  
 

 
Figure 3: Fine mesh - note that the domains have been 
decomposed to ease the meshing process, hence the same 
domain may have different colors in this figure.  

Key mesh sizes for the coarse, intermediate, and fine 
mesh are listed in Table 2.  

Table 2: Mesh sizes 

 Coarse Intermediate Fine 

Total number of nodes  0.42M 1.10M 1.54M 

Radial cell count 
insulation 2 6 10 

Radial cell count 
uninsulated piping 2 5 8 

Radial cell count 
insulated piping 2 3 5 

Circumferential cell count 
on piping 40 40 60 

First layer height piping  2e-3 [m] 2e-4 [m] 2e-4 [m] 

Number of layers piping 7 12 12 

Body sizing on piping 
(where applicable)  5e-3 [m] 5e-3 [m] 4e-3 [m] 

Body sizing on insulation 
(where applicable) 1e-2 [m] 5e-3 [m] 5e-3 [m] 

Body sizing on fluid  1.5e-2 [m] 7e-3 [m] 7e-3 [m] 

 
The mesh convergence tests showed that the 
intermediate and fine mesh produced near identical 

results, but that there were minor differences, hence the 
fine mesh was used for the rest of the simulations. 
Results from the mesh convergence test are shown in 
Figure 4 and Figure 5. Note that the difference in 
internal temperature between the intermediate and fine 
mesh hardly is discernible here. The differences in 
internal wall temperatures were larger. The wall 
temperatures in the dead-leg (both internally and 
externally) for the intermediate and fine mesh differed 
to some extent, hence it is concluded that the fine mesh 
is required (results not shown here). 

 
Figure 4: Mesh convergence - temperature data during cool-
down 

 
Figure 5: Mesh convergence - velocity profile after 45 
minutes cool-down 

The CFD simulations were run with a time step of 
maximum 1 s or a RMS CFL-number of 5, whichever 
was the most stringent.  

RESULTS 
The temperature excess ΔT with error bars is shown in 
Figure 6 and Figure 7 for all internal temperature 
sensors during three hours of cool-down. The 
comparisons show good agreement between the 
simulations (using the fine mesh) and experiments. Here 
the results from simulations with the k-ω model are 
shown together with the simulation without any 
turbulence model and the experimental data. The results 
show that there is good agreement between the CFD 

Insulation 

Pipe 

Fluid 

Sensor 
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simulations and the experimental data, but that the CFD 
simulations generally over estimates the temperature in 
the dead-leg region during both steady-state and cool-
down.  
 

 
Figure 6: Experimental vs. CFD; PT1 - PT4 (internal sensors 
in the header) 

 
Figure 7: Experimental vs. CFD; PT5 - PT7 (internal sensors 
in the dead-leg) 

A comparison between velocity profiles from CFD for 
the fine mesh and experiments are given in Figure 8 to 
Figure 10. Close to the wall in the dead-leg the 
production of turbulent kinetic energy is large, thus the 
flow is most likely fully turbulent here during the first 
part of the cool-down period. In the middle of the dead-
leg, there is less mean shear; hence there is less 
production of turbulent kinetic energy. Turbulent kinetic 
energy is to some extent transported from the shear 
region to the middle of the pipe, but due to the limited 
amount of production the turbulence level in this region 
is smaller. As the insulated geometry cools down the 
driving force for the buoyant flow, the temperature 
excess ΔT, is smaller, hence the velocities also slow 
down. These two effects lead to a state where the flow 
close to the wall is turbulent, whereas the flow in the 
middle of the dead-leg is laminar. As mentioned earlier, 
this is a type of flow RANS-models cannot be expected 
to predict accurately.  
 

After approximately two hours, see Figure 10, the 
production of turbulence in the shear zone is reduced 
and a laminar model is describing the velocity profiles 
better.  

 
Figure 8: Vertical velocity at y=0.565m; CFD vs. exp - 15 
min. 
 

 
Figure 9: Vertical velocity at y=0.565m; CFD vs. exp - 60 
min. 

 
Figure 10: Vertical velocity at y=0.565; CFD vs. exp - 135 
min. 
 
Results from simulations with various turbulence 
models are shown in Figure 11 and Figure 12. The fine 
mesh was chosen and from the figures it is clear that the 
choice of model is important for accurate prediction of 
the velocity. The results show that there is virtually no 
difference between the k-ω, SST, and RSM-ω models in 
this case. Even though the RSM-ω model includes more 
physics compared to the two other models, it does not 
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predict the velocity field better than the simpler two-
equation models.  
 
As previously shown, the k-ω model compares 
satisfactorily with the tests for the first 100 minutes of 
the cool-down close to the wall. However, when the 
flow is laminar the k-ω fails in reproducing the velocity 
profiles. Then, a laminar model can be used. It can be 
seen from the results that the k-ε fails at all times. The 
reason for this is because this model uses wall functions, 
and then the near wall physics is not resolved nor 
accurately predicted. A RANS turbulence model that is 
able to simulate accurately the whole time period is not 
available. In this case, more sophisticated methods of 
treating turbulence are required, such as Direct 
Numerical Simulations (DNS) or Large Eddy 
Simulation (LES). LES with dynamic models such as 
the dynamic Smagorinsky-model have the prerequisite 
to predict this type of flow better than RANS-models. 
However, LES comes with a highly elevated 
computational cost compared to the RANS-simulations.  
 

 
Figure 11: Mean velocity at y=0.565m for different numerical 
models. The x-axis denotes the horizontal position in the dead-
leg - 30min. 
 

 
Figure 12: Mean velocity at y=0.565m for different numerical 
models. The x-axis denotes the horizontal position in the dead-
leg - 120min. 
 

CONCLUSION 
A thorough comparison between results from CFD 
simulations and experimental tests of a simplified 

geometry resembling actual subsea equipment cool-
down is conducted.  

The choice of turbulence models and mesh refinement is 
discussed.  

There are large discrepancies between results from the 
different turbulence models and also when the mesh size 
is varied. However, the results of the velocity profiles 
from k-ω, ω-RSM and SST are almost identical. The 
results clearly show the inadequacy of the often used 
standard of k-ε model for such problems. The reason for 
this is that the standard k-ε model uses wall functions 
that approximate the near wall physics which again is 
used to compute the wall shear and wall heat flux.  

Even though the turbulence generated by buoyancy is 
anisotropic the results show that for this type of 
simulations an isotropic turbulence model can be used, 
e.g. the k-ω turbulence model.  The anisotropy is weak 
compared to other effects. Furthermore the results show 
that in this case the Boussinesq-approximation may be 
used, the enforced equilibrium between Reynolds 
stresses and mean shear does not introduce any 
additional errors.  

A mesh convergence test was carried out to determine 
the mesh level required for such type of geometries. The 
velocity fields proved rather insensitive to the mesh test, 
but the effect was clearly seen on the temperature field, 
particularly on the wall temperatures. It is concluded 
that when CFD simulations of subsea equipment cool-
down are carried out, it is more important to conduct 
simulations on a proper mesh compared to choosing 
sophisticated turbulence models. (This is contradictory 
to what is often done in engineering, it is quicker and 
easier to change turbulence model rather than to re-
mesh the model).  

For this case the overall goal is to be able to estimate the 
temperature during cool-down. The choice of turbulence 
model is less important, but the quality and size of the 
mesh should get most of the attention. 

Based on visual observations and a comparison between 
the CFD and experimental data it is concluded that the 
flow field after about 60 minutes is laminar, particularly 
in the middle of the dead-leg. Hence, no turbulence 
model should be used to predict the flow. However, in 
real life, for design simulations of thermal insulation on 
subsea equipment the actual flow field inside the 
geometries during a cool-down is unknown. One may 
make an estimate based on the expected Rayleigh 
number, but in practice, it is very difficult to accurately 
determine the type of flow. The CFD simulations have 
shown that the thermal field is generally insensitive to 
choice of turbulence models vs. no-model for this type 
of geometry. Hence, if it is uncertain whether the flow is 
turbulent or laminar, a turbulent simulation using the k-
ω model will most likely produce adequate results for 
insulated equipment.  

The results presented in this report are performed for the 
given pipe dimensions and flow rates. These results are 
not easily scalable, but methodology and mesh strategy 
are valid and carefully investigated and may be used for 
simulations of subsea equipment. 
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ABSTRACT 
Multiphase flow occurs in a multitude of industrial and 
technological situations ranging from oil and minerals 
recovery to microfluidics and nanofluidics. In all these cases 
we are interested in modelling the flow of two immiscible 
phases through a complex geometrical domain. In the past few 
years, the Lattice Boltzmann method has been developed to 
model fluid flow both for single phase flow and two (or more) 
phases. In this study we consider the flow of a less viscous 
phase into a more viscous fluid (say water into oil) and focus 
on the stability of the interface. In particular it is known the 
interface becomes unstable leading to fingers of the less 
viscous phase jetting through the more viscous phase which 
has deleterious effects on oil recovery. We use the LB method 
to model this flow for a variety of fluid geometries.  

Keywords: Multiphase, interface stability, oil and gas. 

NOMENCLATURE 
Greek Symbols 
 LB particle density, [dimensionless]. 
 LB dynamic viscosity, [dimensionless]. 
 LB Kinematic viscosity, [dimensionless]. 
 
Latin Symbols 
f LB distribution function, [dimensionless]. 
P LB pressure, [dimensionless]. 
r  LB lattice position, [dimensionless]. 
u LB velocity, [dimensionless]. 
e  LB discrete velocity vectors, [dimensionless]. 
F LB force, [dimensionless]. 
g  LB weights, [dimensionless]. 
cs LB speed of sound, [dimensionless]. 
w LB weights, [dimensionless]. 
 
Sub/superscripts 
k multiphase component. 
i LB velocity direction. 

INTRODUCTION 
Understanding immiscible multiphase flow is vital in a 
vast array of industries such as oil recovery, mining, 
and technologies such as micro or nanofluidics. In our 
work we have been most interested in applications in 
the oil and gas industries where initially the rock or 
porous medium is filled with a wetting (oil phase). A 
second, non-wetting phase (i.e. water) is then injected to 

displace the wetting phase. Since the two phases are 
immiscible a well defined interface exists between the 
two phases.  
 
One of the most important quantities to determine the 
capability of a porous medium to produce oil is the 
permeability. When there are two (or more) phases 
present relative permeability curves are determined. In 
this case, as the second phase is injected instabilities in 
the interface between the two fluids can cause trapping 
of the initial phase by the injected phase. As such the 
relative permeability of the initial phase falls rapidly, 
even though there may be a large amount of that phase 
still present in the porous medium.  
 
Although relative permeabilities can be measured 
experimentally this can be quite difficult and time 
and/or money consuming. Alternatively , if one can 
obtain a digital model (such as from computed 
tomography X-ray scans or CT scans) of the rock at the 
pore level then this data may be imported into suitable 
numerical solvers so as to solve for the transport 
properties in the porous medium. There are a number of 
numerical methods which may, in principal, solve for 
the flow field in a real porous media. For example, in 
the past network models (Blunt, 2001; Pereira, 1999) 
have been used to determine relative permeability 
curves. In this case the complex topology of the porous 
medium is approximated by an equivalent network of 
interconnected pores and throats. The pores hold most 
of the fluid while the throats are where most of the 
pressure drops occur. Pores are approximated as spheres 
(or some similar regular geometry) while the throats are 
approximated by long, thin cylinders. Although relative 
permeability curves can be calculated with this method, 
the biggest problem is to accurately represent the 
complex topological microstructure with much simpler 
network models. Invariably, this leads to over-
simplifications of the porous medium which then lead to 
results which are not representative of the real medium.  
 
Alternatively, one can directly apply the numerical CFD 
solver to the CT data and solve for the (steady-state) 
flow field.  Using techniques such as finite element 
methods or Smoothed Particle Hydrodynamics one 
requires a suitable boundary mesh between the void 
space and solid domain of the porous medium. Because 
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