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The smart grid vision implies extensive use of ICT in the power system, enabling increased flexibility and
functionality and thereby meeting future demands and strategic goals. Consequently, power system reli-
ability will increasingly depend on ICT components and systems. While adding functionality, ICT systems
also contribute to failures, such as hidden failures in protection systems, as has been exemplified by
recent power outages. It also brings new threats, such as that of cyber-attacks. To ensure effective power
system reliability, the interdependencies between power and ICT systems need to be properly under-
stood. This paper provides an overview of main interdependency categories, as well as methods that
can be used to identify and study interdependencies. Based on a study of recent papers in major archival
journals, we conclude that appropriate methods for identification of interdependencies between power
and ICT systems seem to be lacking. In addition, current methods seem unable to both cover the power
system at large, and at the same time take into account the full array of intentional and accidental threats.
Based on these findings, we make recommendations for future research in this field.
� 2017 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Information and communication technology (ICT) systems are
an increasingly important part of power systems. Traditionally, it
is primarily the office systems that have been regarded as ICT sys-
tems, but there are an increasing number of systems for automa-
tion, control and protection that utilize ICT and are tightly
integrated with the power system. Power systems with extensive
ICT and smart components are often termed smart grids. Smart
grids promise increased flexibility and functionality, both in nor-
mal operation and for handling of failures and unwanted incidents
in the grid, and are expected to be the future power system of
choice, enabling both future demands and national and interna-
tional strategic goals to be met [1].

While adding functionality, ICT systems also contribute to fail-
ures, such as hidden failures in protection systems, as has been
exemplified by recent power outages [2–4]. The increased com-
plexity and use of ICT in smart grids can affect the reliability of
power supply negatively in ways that are not presently fully
known or understood. Technical and organizational interdepen-
dencies between the power and ICT systems cause new potential
vulnerabilities, as well as common cause failures and other inter-
dependent failures, and supply interruptions. The interdependen-
cies also imply that power systems are more susceptible to
cyber-attacks, also when such attacks do not target the power sys-
tems directly. Cyber threats are constantly advancing in sophistica-
tion, and there is a variety of measures one may take to make the
ICT system more robust and to prepare in case an attack should be
successful. Many of the measures available are, however, best sui-
ted for more traditional ICT systems, such as those used in office
environments, and may be more difficult to apply to ICT compo-
nents closely connected to the power network. Thus, it is impor-
tant to identify and analyse the nature of the interdependencies
between the power and ICT systems, in order to ensure system reli-
ability and facilitate incident handling in case of failures and
attacks.

Assessment of reliability of supply in traditional power systems
has long been a topic of study (see, e.g., Allan et al. [5]). Likewise,
for ICT systems, the knowledge on traditional security subjects
such as information security, network security and network resili-
ence is vast (see, e.g., Bishop [6]). There are also recent advances in
reliability assessment of specific ICT systems used in power sys-
tems [7,8]. Most of these studies deal with the power and ICT sys-
tems more or less separately, without much focus on
interdependencies between them and the causal relationship
between failures in the power and ICT systems. With the evolution
of smart grids, more studies of interdependencies have however
started to emerge [9–11].

Within the wider subject of critical infrastructures, to which
power and ICT systems belong, the literature on interdependencies
is vast. There are a number of papers that review and classify mod-
elling approaches for quantitative analysis of risk and interdepen-
dencies in critical infrastructures [3,12–18]. Ouyang [15] also lists
several other references to modelling approaches. We have how-
ever not been able to find any review of advances in the study of
interdependencies and reliability in the combined power and ICT
system.

This paper contributes to the body of knowledge of interdepen-
dencies and reliability specifically in the combined power and ICT
lease cite this article in press as: I.A. Tøndel et al., Applied Computing and In
system. This is done by presenting an overview of papers address-
ing interdependencies and their effects on reliability in this system,
based on a literature search in selected major archival journals
during the last five years (see Section 4.1 for details on the litera-
ture search). We categorize the papers in terms of the type of inter-
dependencies that they consider, and the methods they employ to
analyse these interdependencies. By limiting the overview to the
last five years we emphasize the current focus of the research
community.

There are several suggested definitions of reliability, security,
risk and related terms in the literature, and the definitions vary
with the field of study. For power systems, suggested definitions
of reliability and security have been provided by, e.g., the North
American Electric Reliability Council (NERC) [19]: ‘‘Reliability, in a
bulk power electric system, is the degree to which the performance
of the elements of that system results in power being delivered to con-
sumers within accepted standards and in the amount desired”. Secu-
rity is ‘‘the ability of the power system to withstand sudden
disturbances such as electric short circuits or non-anticipated loss of
system components”. Furthermore, reliability is understood to be
the aggregate of security and adequacy, where the latter is linked
to long-term supply capacity and defined as ‘‘the ability of the
power system to supply the aggregate electric power and energy
requirements of the customer at all times, taking into account sched-
uled and unscheduled outages of system components”. The terms
security and reliability are used differently in the ICT community.
To illustrate, the use of the term security in the context of ICT
implies the protection of the system from adversaries that may
perform various types of attacks in order to harm the system.
The terms have yet other alternative definitions in more general
risk research, see e.g. Rausand [20]. In this paper, we use the power
system definitions of the terms security and reliability.

The paper is organized as follows. Section 2 gives an introduc-
tion to the combined power and ICT system and defines interde-
pendency categories in terms of failure types. Section 3 discusses
and classifies methods that are judged as useful for identifying
and analysing interdependencies, based on methods for risk analy-
sis and methods that have previously been applied to model criti-
cal infrastructures. Section 4 describes the literature study, and
classifies the papers in terms of the interdependency and method
categories that have been introduced. Section 5 summarizes the
paper in terms of our recommendations, before the conclusion is
presented in Section 6.

2. Power and ICT interdependencies

2.1. Overview of the combined power and ICT system

The basic constituents of a power system are generation units,
transformers, transmission and distribution lines, and consumers.
As produced and consumed power must balance at all times, super-
vision and operation of power systems is an essential and compli-
cated task. A simplified sketch of a national power system and its
control and protection functions is shown in Fig. 1. The figure,which
is based on the Norwegian power system, shows from left to right
the generation, transmission and distribution parts of the power
system. Solid lines represent power lines and equipment while
dashed lines represent communication lines and equipment for
monitoring, control, protection andmanagement (ICT components).
formatics (2017), http://dx.doi.org/10.1016/j.aci.2017.01.001
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Fig. 1. Sketch of integrated power/ICT system.
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The figure includes generation and transmission/distribution from
extra high voltages (EHV, >300 kV) via high voltages (HV, 36–
300 kV) to medium voltages (MV, 1–36 kV). For simplicity, only
one generator and single EHV-, HV- and MV-lines are shown. Low
voltage (LV, <1 kV) distribution lines have been excluded, as has dis-
tributed generation thatmay be connected directly to e.g. HV power
lines.

Supervision and operation of the system and its components are
carried out from control centres using supervisory control and data
acquisition systems (SCADA). The national transmission system
operator (TSO) has the overall responsibility for the power system,
and generation companies and distribution system operators
(DSO) have control centres responsible for their parts of the sys-
tem. For clarity, only one generation company (control centre)
and one DSO (control centre) are included in the figure, and regio-
nal TSO control centres are omitted.

In general, power systems include automatic as well as manual
functions used for both system operation and system protection in
case of failures. Generation companies utilise e.g. automatic volt-
age and frequency regulators to control generator power output,
and their SCADA systems enable supervision and manual interven-
tion if necessary. This may include automatic input from the TSO
SCADA system for maintaining a stable transmission system fre-
quency (load frequency control). The TSO and the DSOs utilize con-
trol and protection functions located in substations to e.g. regulate
transformers and operate circuit breakers in case of overload or
short circuits. These functions are typically automatically carried
out by intelligent electronic devices (IED). Connection by commu-
nication lines directly to the control centre or via remote terminal
units (RTU) enables supervision and manual intervention as
Please cite this article in press as: I.A. Tøndel et al., Applied Computing and In
needed. Additional advanced monitoring, control and protection
methods are becoming more common, such as synchronised pha-
sor measurements, adjustment of load flow through flexible AC
transmission (FACTS) devices, and numerical and communication
based protective gear. Phasor measurement units (PMU) are con-
nected to the control centre via phasor data concentrators (PDC)
that collect the data. Such data networks are often called wide area
measurement systems (WAMS). Future power systems will even
include monitoring and control functions down to the consumer
level, such as smart meters and load control.

Automatic component control functions as described above
handle system regulations on a short time scale, i.e. within seconds
or minutes. At a higher level, the market for buying and selling
power is instrumental for the regulation of the power system on
longer time scales (i.e. hours or days). In the control centres, avail-
able information from monitoring and component control func-
tions, as well as market information, is used for short and long-
term management using, e.g., power system state estimation (SE)
and energy management systems (EMS).

Communication between voltage/frequency regulators, IEDs
and RTUs and the control centres, and communication from the
TSO to generation companies for load frequency control, are typi-
cally over dedicated private communication networks. Communi-
cation between generation companies, the TSO and the DSOs,
and between these companies and third parties, such as service
companies and other power market participants, may take place
over public networks. The ICT components directly connected to
the power system, such as the SCADA, RTUs and IEDs, have
traditionally been special purpose components with proprietary
software and protocols. They have also been completely
formatics (2017), http://dx.doi.org/10.1016/j.aci.2017.01.001
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disconnected from more general-purpose systems and networks,
as used in the administrative ICT systems of the power companies.
At the same time, as the amount of ICT is increasing in the power
system, the nature of ICT is also changing with the use of more
standard software components and general-purpose protocols.
Increasingly, the ICT components of the power system are con-
nected to other ICT systems, either for administrative purposes
or for vendor support.

From the above, it is clear that ICT is integrated with modern
power systems and that ICT in the future will increase in use and
become more deeply integrated with the power system on multi-
ple levels. In this article, we use the definition of ICT by Tornqvist
et al. [21]: ‘‘The technology involved in acquiring, storing, processing
and distributing information by electronics means (including radio,
television, telephone, and computers).” With this in mind, and with
respect to Fig. 1, we define the ICT part of the power system as
the SCADA and WAMS systems including voltage/frequency regu-
lators, IEDs, RTUs, PMUs, PDCs, control centres, and private and
public communication networks, but excluding the primary power
components for voltage and power flow control, such as transform-
ers and FACTS (power electronics) devices.

2.2. Interdependency categories

The power system is clearly dependent on the ICT system, but
the ICT system is also dependent on the power system to operate,
i.e. the systems are interdependent. In general, a power system is
heavily affected by various dependencies that exist within the sys-
tem itself, between the power system and ICT, and between the
power system and other critical infrastructures or its environment.
The focus of this paper is on the power/ICT interdependencies.

From Rinaldi et al. [22], interdependency may be defined as ‘‘a
bidirectional relationship between two infrastructures through
which the state of each infrastructure influences or is correlated
to the state of the other”. Interdependencies can be classified in
various ways. Ouyang [15] gives an overview of different classifica-
tions proposed in the literature. Rinaldi et al. [22] propose an elab-
orate classification scheme in which interdependencies are
described by six dimensions, i.e. infrastructure characteristics,
state of operation, types of interdependencies, environment, cou-
pling and response behaviour, and type of failure. A simpler classi-
fication scheme is used by Hokstad et al. [12], in which
interdependencies are classified into geographical, functional and
impact interdependencies. These are linked to the interdepen-
dency failure types proposed by Rinaldi et al. [22]; that is, they cor-
respond to common cause, cascading, and escalating failures,
respectively. A common cause failure is simultaneous failures in
Table 1
Interdependency categories.

Nr. Interdependency category Explanation/example

I1 Common cause/geographical Components within both systems fa
geographically close. Example: Pow

I2 Cascading/functional Commonly referred to as ‘‘domino e
other system. A cascading failure ty
on the functioning of the other syst

a Power failure causes ICT failure Example: Lack of power for ICT com
b ICT failure causes power failure Example: An attacker gets access to

I3 Escalating/impact Characterized by an existing failure
failure that has already occurred ca
restoration of the second failure

a Power failure exacerbates an
independent ICT failure

Example: Repair time of ICT compo

b ICT failure exacerbates and
independent power failure

Examples: Monitoring not available
failure occurs in the power system a
clear the failure, but the result is w

Please cite this article in press as: I.A. Tøndel et al., Applied Computing and In
two systems due to a single common cause. Cascading failure is a
failure in one system that causes a failure in another system. Esca-
lating failure is a failure in one system that is worsened by the
occurrence of a failure in another system, or by a failure that
already has occurred in the other system. Interdependencies caus-
ing cascading and escalating failures are also named direct and
indirect interdependencies, respectively, by some scholars [23].

In this paper we build on the classification schemes of Rinaldi
et al. [22] and Hokstad et al. [12] and adapt them to classify power
and ICT system interdependencies. The interdependency cate-
gories used can be found in Table 1. These categories emphasize
the paper’s focus on reliability, as they are defined in terms of fail-
ure type. A failure can be defined as ‘‘the termination of the ability
to perform a required function” [20]. Note that although the inter-
dependency categories are defined in terms of failure, we include
malicious attacks as a possible cause of failure. This is reflected
in some of the examples given in the table. The examples illustrate
deterministic interdependencies, but the interdependencies may
also be stochastic in nature.

3. Available methods for identifying and analysing
interdependencies

General methods for identifying and analysing interdependen-
cies in the combined power and ICT system are described and clas-
sified in the following. As we focus on the effect of
interdependencies on reliability, we emphasize generally accepted
methods used in reliability and risk analysis, but also include
methods that have been used to model and simulate critical infras-
tructures. Most of the methods are not specifically designed for
identifying or analysing interdependencies, but are capable of
and useful for this.

We divide available methods into the following general cate-
gories, based on the key purposes of the methods (see Table 2):
Hazard identification methods, causal analysis methods, conse-
quence analysis methods, topological analysis methods, and
dynamic analysis methods. The first three categories contain tradi-
tional methods for reliability and risk analysis, the fourth category
contains methods that have been used to model complex systems
such as critical infrastructures, and the last category includes
methods from both of these areas of research. The categories are
not mutually exclusive; some categories overlap partially, and
some methods have properties that could place them in more than
one category. Also, hybrid models that combine two or more meth-
ods are commonly used, as will be seen in Section 4 (see Table 6).

It is not possible to include all methods that can be used for
identifying and analysing interdependencies. Some methods that
il due to a common cause. The reason could be that the systems are
er and communication lines located at the same place, both damaged in a storm

ffect” failures, as they occur when a failure in one system causes a failure in the
pically occurs when the function of one system (e.g. the power system) depends
em (e.g. ICT system)
ponents
the control system, and can send unauthorized commands to interrupt power

in one system exacerbating an independent failure in the other system. The
n e.g. increase the severity of the second failure or the time for recovery or

nent increases due to blackout

at a time when a power failure occurs (reduces situational awareness). Or, a
nd its protection system fails to operate. In this case, the backup protection will
orsened consequences in the power system

formatics (2017), http://dx.doi.org/10.1016/j.aci.2017.01.001
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Table 2
Methods for identification and analysis of interdependencies.

Category Description Example methods

M1: Hazard identification methods Methods for identifying threats, hazards and hazardous
events, which can be used also for identifying
interdependencies

HAZID, HAZOP, SWIFT, FMECA

M2: Causal analysis methods Methods for identifying or analysing failure causes, with
the possibility of including or exploring
interdependencies

Ishikawa cause and effect diagram, risk influence
diagram, fault tree analysis, reliability block diagram,
attack tree, Bayesian network, probabilistic relational
model, STEP diagram, why-because graph

M3: Consequence analysis methods Methods for assessing failure consequences, including
revealing or analysing interdependencies such as
cascade and escalation

Event tree, power flow simulation methods,
communication network simulation, cascade diagram

M4: Topological analysis methods Methods for describing or modelling system topology,
including interactions and interdependencies between
components and systems

Network theory/graph theory

M5: Dynamic analysis methods Methods for analysing dynamic (time-dependent)
aspects or effects, with the possibility of including or
exploring interdependencies

Markov process, Petri net, agent-based methods, system
dynamics, dynamic control system theory

I.A. Tøndel et al. / Applied Computing and Informatics xxx (2017) xxx–xxx 5
have been omitted in Table 2 are input-output models (see, e.g.,
Ouyang [15]), high level architecture (see, e.g., Kröger and Zio
[13]), and human reliability analysis (see, e.g., Kröger and Zio [13]).

3.1. Hazard identification methods

There are a number of general methods for identification of
threats, hazards and hazardous events, which can be used also
for identifying hazardous interdependencies. Most of these are
based on brainstorming or checklists, and require a group of
experts on the system at hand to meet and discuss. Well-known
examples are HAZID (‘‘Hazard identification”), HAZOP (‘‘Hazard
and operability study”) [24] and SWIFT (‘‘Structured What-If Tech-
nique”) (see, e.g., Rausand [20]). HAZID is used for a multitude of
installations and operations, whereas HAZOP is commonly used
for risk assessment of process plants. SWIFT utilizes a set of
what-if questions, and can be used as a simplified HAZOP.

There are also hazard identification methods that are based on
analysis of system components or functions rather than brain-
storming and checklists. A prime example is FMECA (‘‘Failure
mode, effect and criticality analysis”) (see, e.g., Rausand [20]).
Whereas HAZOP looks for the impact of anomalies on a system,
FMECA is commonly used to systematically assess failures of sys-
tem components as part of system reliability analyses. FMECA is
an extension of the Failure Mode and Effects Analysis (FMEA) stan-
dard [25].

3.2. Causal analysis methods

Causal analysis methods identify and describe causes of system
failures, including relations and dependencies between causes.
These methods can therefore be used for both identifying and
examining system interdependencies, such as failures in one sys-
tem due to underlying causes in another system.

Causal analysis is a basic part of risk analysis, and there are sev-
eral methods available, as listed in Table 2. The analyses can be
performed at a varying level of detail, ranging from simple qualita-
tive methods to more comprehensive quantitative methods. The
Ishikawa cause and effect diagram is an example of a qualitative
method. This is a structured graphical way to identify, sort and
describe causes of failures or hazardous events. Risk influence dia-
grams and fault tree analysis may be used for both qualitative and
quantitative analyses. The risk influence diagram describes fac-
tors/conditions that may influence the occurrence of failures or
hazardous events, but do not directly cause them. The most
common method for causal analysis is fault tree analysis, which
Please cite this article in press as: I.A. Tøndel et al., Applied Computing and In
illustrates the combinations of ‘‘basic events” (failures) that can
cause a system failure. A fault tree can be converted to a reliability
block diagram, which instead of illustrating a system failure illus-
trates combinations of components needed to perform a system
function. Fault trees have also been used as a basis for attack trees
[26] that are capable of describing possible attack strategies in
order to achieve an attacker goal (e.g. some kind of system failure).

Bayesian networks and probabilistic relational models are
examples of more complex and comprehensive models that can
be used for causal analysis. The Bayesian network is a directed
acyclic graph that includes nodes describing system states, condi-
tions or events, and directed arcs describing relations or dependen-
cies between them, together with a set of probability tables. The
probabilistic relational model is used, e.g., by König et al. [27],
and combines a Bayesian network with a model of the system
architecture.

There are also several approaches and models that are used to
analyse failure events and their causes through the utilization of
empirical information. Two examples are the STEP (sequentially
timed events plotting) diagram and the why-because graph. These
are both designed to investigate a particular accident or incident,
and thus also reveal possible system interdependencies. The STEP
diagram [28] is a frequently applied graphical presentation of the
flow of events as a function of time; it will include actors (i.e., per-
sons and objects/systems involved), and the focus is on the interac-
tion and interdependencies between these actors. The main
objective of the why-because graph, is to identify all contributing
causes to an actual accident/event.

An introduction to most of the above mentioned methods can
be found in Rausand [20]. The methods are generally not well sui-
ted for analysing dynamic effects (the STEP method being a possi-
ble exception). Methods suitable for treating time-dependent
effects are described in Section 3.5.
3.3. Consequence analysis methods

Consequence analysis methods assess consequences of system
failures, e.g., in terms of power interruptions, loss of communica-
tion, loss of other critical societal functions, or hazards to person-
nel due to e.g. fire or explosions. These methods can therefore be
used for revealing or analysing interdependencies such as failure
cascade and escalation within or between systems.

Consequence analysis is a basic part of risk analysis, together
with hazard identification and causal analysis. The most common
method for consequence analysis is event tree analysis, which
illustrates possible hazardous events (contingencies) that may
formatics (2017), http://dx.doi.org/10.1016/j.aci.2017.01.001
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follow a failure, and may be used for both qualitative and quanti-
tative analyses (see e.g. [20]). Additionally, power flow and com-
munication network simulations are commonly used for
calculating the resulting power and ICT system state following a
failure [29].

There are also consequence models specifically made for ana-
lysing interdependencies. An example is cascade diagrams [12],
which provide a graphical overview of cascading of failures and
resulting loss of critical societal functions in critical infrastructures.
In quantitative calculations, these diagrams allow inclusion of
escalating failures in addition to cascading failures.

3.4. Topological analysis methods

Many critical infrastructures exhibit properties that are charac-
teristic of complex systems, and there are a number of methods
that have been used to understand the behaviour of such systems.
Some of these describe and model the system topology. These
methods are suitable for analysing interdependencies, as physical
interactions and interdependencies within or between systems
are explicitly included. Prime examples of such methods are net-
work theory and graph theory. As network theory is based on
graph theory, and these are similar methods, we do not distinguish
between them here. Network/graphs consist of nodes and links,
where the nodes represent the physical system components and
the links represent their connections or interactions.

There are a number of papers that review these and other mod-
elling approaches for risk and interdependencies in critical infras-
tructures, such as Kröger et al. [13], Landegren et al. [14], and
Ouyang [15].

3.5. Dynamic analysis methods

Dynamic analysis methods can be used for identifying and ana-
lysing interdependencies that emerge in time dependent
processes.

There are several methods available for analysis of dynamic
aspects or effects. Within risk analysis, examples of commonmeth-
ods are Markov processes and Petri nets. Within critical infrastruc-
ture modelling, examples of methods are agent-based methods,
system dynamics, and dynamic control system theory. A Markov
process is a stochastic process with discrete states and continuous
time, suitable for analysing systems with redundancy, interdepen-
dencies and dynamic properties. Petri nets are based on graph the-
ory, and include two types of nodes describing system states and
transitions, and directed arcs describing relations or dependencies
between the nodes. Agent-based methods utilize dynamically
interacting and interdependent agents that act based on specific
rules; agents may represent physical components as well as
human operators. System dynamics utilizes the three concepts
feedback, stock, and flow to dynamically analyse complex systems
with interdependencies and emergent and adaptive behaviour.
Dynamic control system theory applies traditional control system
theory and transfers functions to dynamic analysis of critical
infrastructures with interdependencies.
Table 3
Overview of the paper selection process.

Stage Description

Stage 1: Initial selection of papers, mid-October One researcher went through the s
papers based on title and abstract

Stage 2: Initial reading, October/November Each paper read by one researcher

Stage 3: Second reading, December Each paper read by one additional
as well as all papers that were exc
discussed in the full group of resea
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An introduction to Markov processes and Petri nets can be
found in Rausand [20]. There are a number of papers that review
agent-based methods, system dynamics, dynamic control system
theory, and/or other modelling approaches for risk and interdepen-
dencies in critical infrastructures, such as Kröger et al. [13], Lande-
gren et al. [14], Ouyang [15], Pederson et al. [16], Rinaldi [17] and
Eusgeld et al. [18].

4. Literature review

In order to study the current state of research on power and ICT
interdependencies and their impact on power system reliability,
we performed a literature review. This review aimed to provide
answers to the following research questions:

� What types of power and ICT system interdependencies that
may impact power system reliability are covered in existing
work?

� What types of methods are used to identify and/or analyse the
interdependencies and their impact on power system
reliability?

In this section we present the method used in identifying and
analysing relevant research papers, as well as the main results
from the review.

4.1. Method

Due to resource constraints, a full systematic review could not
be performed. Instead we selected three major archival journals
and went through all materials published in 2010 or later. The
selected journals were the International Journal of Critical Infras-
tructure Protection, IEEE Transactions on Smart Grid and IEEE
Transactions on Power Systems. By studying recent papers in
major journals we identify a significant portion of high-quality
research in this domain, and also emphasise current focus in the
research community. The three journals were selected to include
one journal targeted towards smart grid research, one journal that
considers power system research without particular focus on the
smart grid aspects, and one more general critical infrastructure
journal. We acknowledge that by restricting our search to only
three journals we cannot claim to be comprehensive, but we main-
tain that this selection still gives a good overview of the focus of
current research.

An overview of the process for selecting papers for inclusion in
the study can be found in Table 3. The selection of papers was per-
formed according to the following selection criteria:

� The papers should address both power and ICT components,
and their relation or interdependencies.

� The papers should consider power system reliability impacts of
interdependencies.

In mid-October 2014, one researcher went through the relevant
issues of the three journals, and selected papers based on title and
Number of papers included for further analysis

elected journals, and included 48

26

researcher. Borderline-papers,
luded at this stage were
rchers.
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abstract. In total 48 papers were selected for more detailed analy-
sis: six from the International Journal of Critical Infrastructure Pro-
tection, thirty from the IEEE Transactions of Smart Grid and twelve
from the IEEE Transactions on Power Systems. In this first stage,
papers concerned with the relation between ICT and power sys-
tems were included, also when interdependencies were not partic-
ularly mentioned in the title or abstract. However, papers clearly
concerning the development of new or improved ICT technology
for use in power systems were excluded, unless its impact on
power system reliability was also considered. When in doubt, the
paper was included.

In stage 2, each of the papers selected based on title and
abstract was read by at least one researcher. Four researchers
cooperated on reading the papers. Papers clearly not meeting the
selection criteria were excluded, but when in doubt the papers
were read by one additional researcher in stage 3. A total of 22
papers were excluded in stage 2, leaving 26 papers for stage 3. Five
researchers took part in this stage. Each paper was read by at least
one additional researcher. Papers that were considered borderline
papers, and papers that were considered not to meet the selection
criteria, were discussed in the full group before a decision on
whether or not to include or exclude the paper was made. In the
end, 14 papers were included in the study.

In the first reading of the papers (stage 2), the researcher read-
ing the paper made a written summary of the scope of the paper,
the method used to identify or analyse interdependencies, as well
as any interdependencies identified in the paper. In the second
reading of the papers (stage 3), the reader of the paper made a cat-
egorization of the paper according to the interdependency cate-
gories in Table 1 as well as the method categories in Table 2. In
both stages, the reader of the papers could provide additional com-
ments if necessary.

4.2. Results

An overview of the included papers can be found in Table 4,
with two papers from the International Journal of Critical Infras-
tructure Protection (IJCIP), ten papers from IEEE Transactions on
Smart Grid and two papers from the IEEE Transactions on Power
Systems. There are three to four papers from each year, except
from 2010 where none are included. The papers can be broadly
divided into the following subjects:

� General approaches that include both ICT and power aspects
(1 paper): Chen et al. [30] propose strategies for hierarchical
construction of petri net models by different experts for various
parts of the system. The combined petri net models attacks in
the smart grid and may include multiple coordinated attackers
as well as a combination of physical and cyber-attacks.

� General approaches in order to combine ICT and power models
(1 paper): Lin et al. [31] present a simulation framework that
allows power and ICT simulations to be synchronized.

� Studyingways the power systemmay be attacked via the ICT system
(2 papers): Zonouz et al. [32] propose a framework for evaluating
potential contingencies due to remote cyber-attacks, as a
complement to traditional power system contingency analysis
that analyses accidental failures. Srivastava et al. [33] provide
ways of estimating how an attackermay determinewhich relays
to attack in an Aurora like attack, taking into account attack
feasibility as well as power system consequences.

� Studying power system reliability impact of failures of specific ICT
functions or components (5 papers): Both Aminafar et al. [34]
and Panteli et al. [35] study impact of situational awareness
on power system reliability, though with varying methods and
scope. Aminafar et al. [34] study the impact of wide-area mea-
surement system (WAMS) malfunction, while Panteli et al. [35]
Please cite this article in press as: I.A. Tøndel et al., Applied Computing and In
emphasize the human aspect of situational awareness, where
ICT systems influence the human operator’s perception of the
current system state. Both König et al. [27] and Lei et al. [36]
address reliability of substation automation and protection sys-
tems, and Lei et al. [36] also propose how the result of such a
reliability analysis can be used as input to broader reliability
analysis of the overall power system. Jiang and Singh [37] pro-
pose ways to include protection system failure and repair rates
as input to power system reliability evaluations.

� Studying power system reliability impact of ICT failures at a general
level (4 papers): Falahati et al. [23] and Falahati and Fu [38] pro-
vide quantitative calculations of power system reliability
indices such as ‘‘loss of load probability” and ‘‘expected energy
not served” due to failures in the ICT system. Chiaradonna et al.
[39] model the combined power and ICT system using the
stochastic activity network (SAN) formalism, which is based
on Petri nets. The usefulness of the approach is demonstrated
through modelling and analysing cases where the communica-
tion network performance is reduced at the same time as a fail-
ure has happened in the power network. Beccuti et al. [40]
extend the work of Chiaradonna et al. [39], using the SAN for-
malism primarily to model the power grid, while stochastic
well-formed nets (SWN) are used to model a denial of service
(DoS) attack in the communication network.

� Combining power and ICT aspects in order to better identify critical
components of the combined ICT and power system (1 paper):
Nguyen et al. [41] present an approach to detect critical nodes
in the power network, taking into account also the communica-
tion network and ways in which failures may cascade from one
network to the other.

As illustrated in Fig. 2, most papers put effort into including
both ICT and power aspects in the modelling. As examples, Beccuti
et al. [40] (P2) create one model of the ICT part of the system, and
another for the power part, and then combine these in the analysis,
whereas Lin et al. [31] (P7) present a framework for co-simulation
of a power system and an ICT network. In some cases, both ICT and
power aspects are included, but there is a slight emphasis on one of
the aspects. Zonouz et al. [32] (P14), one the one hand, put more
emphasis on the ICT part in the paper, as malicious attacks through
the ICT part of the system are the new addition to the contingency
analysis; Chiaradonna et al. [39] (P4), on the other, put a slight
emphasis on power aspects in their model, something that is put
forward as a motivation for the work of Becutti et al. [40] (P2).

Some of the papers are, however, mainly concerned with either
the ICT or the power part of the system, and treat the other part
more superficially. Either the main emphasis is on the power sys-
tem, but the failure rates of ICT components such as protection sys-
tems (P8) or PMUs (P1) are taken into account, or the main
emphasis is on the ICT part of the system, but the failure rates of
power components (P9), or the consequences for the power system
(P10, P13), are taken into account. For the more focused papers, it
varies to what extent they suggest ways in which the results from
the targeted models or analysis they suggest can be used in addi-
tional analysis that covers a larger part of the system.

No papers aim to cover all relevant threats or failures. The
majority of the papers only consider accidental failures, and a
few exclusively consider attacks, as illustrated in Fig. 3. There are
only two papers (P2 and P4) that clearly cover both, but then in
a limited fashion – considering communication network perfor-
mance problems either due to failures or attacks,1 as well as the
loss of a line in the power grid either due to an accidental failure
formatics (2017), http://dx.doi.org/10.1016/j.aci.2017.01.001
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Fig. 2. Included papers differ in their emphasis of power or ICT aspects.

Table 4
Overview of included papers, alphabetically ordered based on author name.

Nr. Author and title Journal, Year Paper topic

P1 [34] Aminifar et al.: Impact of WAMS Malfunction
on Power System Reliability Assessment

IEEE smart grid, 2012 Understand the impact of situational awareness and
controllability on power system reliability assessments

P2 [40] Beccuti et al.: Quantification of dependencies
between electrical and information
infrastructures

IJCIP, 2012 Investigate the consequences of a denial of service (DoS) attack on
the communication network when the grid has just experienced a
failure. Build upon paper P4

P3 [30] Chen et al.: Petri Net Modelling of Cyber-
Physical Attacks on Smart Grid

IEEE smart grid, 2011 Use of Petri-net to model attacks on Smart Grid, focusing on
multiple attacks (timing dependent attacks)

P4 [39] Chiaradonna et al.: Definition, implementation
and application of a model-based framework
for analysing interdependencies in electric
power systems

IJCIP, 2011 Propose a model-based framework for quantitatively analysing
propagation and impact of malfunctions in the combined power
and ICT system, with an emphasis on the impact of
communication network performance problems when the grid
experiences a failure

P5 [23] Falahati et al.: Reliability Assessment of Smart
Grids Considering direct Cyber-Power
Interdependencies

IEEE smart grid, 2012 Provides quantitative calculation of reliability indices such as
‘‘loss of load probability” and ‘‘expected energy not served” due to
cyber failures cascading to the power system. Only consider
cascading failures (direct interdependencies)

P6 [38] Falahati and Fu: Reliability Assessment of
Smart Grids Considering Indirect Cyber-Power
Interdependencies

IEEE smart grid, 2014 Provides quantitative calculation of reliability indices such as
‘‘loss of load probability” and ‘‘expected energy not served” due to
cyber failures cascading to the power system. Only consider
escalating failures (indirect interdependencies)

P7 [31] Lin et al.: GECO: Global Event-Driven Co-
Simulation Framework for Interconnected
Power System and Communication Network

IEEE smart grid, 2012 Presents a framework for co-simulation of a power system and an
ICT network, including control functions. The performance/speed
of relay protection is evaluated for two failures as an example

P8 [37] Jiang et al.: New Models and Concepts for
Power System Reliability Evaluation Including
Protection System Failures

IEEE power systems, 2011 Presents a Markov model for incorporating protection system
failures into overall power system reliability calculations,
including both spurious trips in the protection system and
escalating power failures due to protection system failure on
demand

P9 [27] König et al.: Reliability Analysis of Substation
Automation System Functions Using PRMs

IEEE smart grid, 2013 Present and test the application of a probabilistic framework for
reliability analysis of substation automation systems

P10 [36] Lei et al.: Reliability Modelling and Analysis of
IEC 61850 Based Substation Protection Systems

IEEE smart grid, 2014 Present a reliability modelling and analysis methodology for
modern substation protection systems, as well as a cyber-physical
interface matrix that ease further reliability analysis of large-scale
systems

P11 [41] Nguyen et al.: Detecting Critical Nodes in
Interdependent Power Networks for
Vulnerability Assessment

IEEE smart grid, 2013 Identifying critical nodes in an interdependent power network.
These are the nodes whose removals maximally destroy the
power network’s functions, due to malfunction of these nodes and
cascading failures of its interdependent communication network

P12 [35] Panteli et al.: Assessing the Impact of
Insufficient Situation Awareness on Power
System Operation

IEEE power systems, 2013 Presents a general multi-state model based on Markov modelling
for analysing escalating power failures due to lack of situational
awareness, including lack of situational awareness due to ICT
failures

P13 [33] Srivastava et al.: Modelling Cyber-Physical
Vulnerability of the Smart Grid With
Incomplete Information

IEEE smart grid, 2013 Model how an attacker can determine (based on incomplete
information) which generators to attack in an Aurora-like event in
order to cause maximum adverse impact to the grid

P14 [32] Zonouz et al.: SOCCA: A Security-Oriented
Cyber-Physical Contingency Analysis in Power
Infrastructures

IEEE smart grid, 2014 Introduce a cyber-physical contingency analysis framework for
analysing the physical impacts resulting from compromise in the
cyber network. Analysis is performed based on measurements
already present in modern control centres
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Fig. 3. Coverage of accidental failures and malicious attacks in the included papers.

I.A. Tøndel et al. / Applied Computing and Informatics xxx (2017) xxx–xxx 9
or an attack. One paper (P11) mentions both failures and attacks, but
seems to focus only on accidental failures.

In Section 2.2, a set of interdependency categories was defined.
Table 5 provides an overview of the main interdependency types
that are considered in the included papers. As can be seen from
the table, the majority of the papers covers escalating interdepen-
dencies, where the consequences of a power failure are made
worse due to a failure or attack in the ICT system at the same time
(interdependency category I3b). This is due to the role ICT systems
play in achieving situational awareness and sending commands
(P1, P2, P4, P6, P10, P12), as well as in performing automatic
actions to limit power consequences of a failure (e.g. protection
systems) (P7, P8). Several of the papers consider cascading failures,
where ICT systems cause failures in the power systems (interde-
pendency category I2b). This can be due to attacks (P13, P14) or
due to failures, where power components rely on ICT components
to function (P5, P11). Lack of situational awareness may result in
operator actions that endanger power system stability (P12). Pro-
tection system malfunctions may also cause power failures, in case
of undesired tripping (P7, P8). A few of the papers consider cas-
cades from the power system to the ICT system, through including
power component failures when considering reliability of ICT sys-
tems (P9), or by taking into account that ICT components of the
power system may rely on power components to function (P11).
None of the papers specifically address escalating interdependen-
cies where a failure in the power system may increase the conse-
quences of an ICT failure (interdependency category I3a),
Table 5
Main interdependency categories covered by the papers.

Interdependency category P1 P2 P3 P4 P5 P

I1 (common cause) (x)
I2a (cascading P? ICT) (x)
I2b (cascading ICT? P) (x) x
I3a (escalate ICT consequences) (x)
I3b (escalate P consequences) x x (x) x x

Table 6
Main method categories used in the papers.

Method P1 P2 P3 P4 P5 P6

M1 (hazard identification)
M2 (causal) x x
M3 (consequence) x x x
M4 (topological)
M5 (dynamic) x x x
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although Chiaradonna et al. (P4) discuss the possibility that repair
rates of control system components may increase due to a large
blackout. None of the papers address common cause interdepen-
dencies. One paper (P3) does not emphasize any of the interdepen-
dency categories, but rather aims at including all types of attacks in
the model.

The methods used in the included papers vary greatly. Nearly
half of the papers (P1, P5, P6, P10, P11, P13) present tailor made
methods to model or analyse particular aspects of the combined
power and ICT system. One paper (P3) uses Petri Nets, and two
more (P2, P4) use models that are based on the Petri Net formal-
ism. Markov models are used in three of the papers (P8, P12, and
P14). One of these (P12) uses fault trees to estimate probabilities
that are needed as input to the Markov model. One paper (P9) uses
Probabilistic Relational Models (PRM), and one paper (P7) uses the
simulation frameworks Network Simulator 2 (NS2) and Positive
Sequence Load Flow (PSLF) to simulate the communication and
power network respectively. An overview of the main methods
used in the papers is given in Table 6, in terms of the method cat-
egories defined in Section 3.

As can be seen from Table 6, dynamic methods are used in half
of the papers included. These are able to deal with time dependen-
cies, but at the cost of complexity. Consequence methods are also
used in half of the papers, in some cases in combination with cau-
sal methods. Topological analysis methods are used in three of the
papers.

From the table it can be seen that none of the papers use hazard
identification methods that in Section 3 was discussed as a possible
mean for identifying interdependencies. Thismay be due to the lim-
itations of such simplemodels when applied to complex systems. In
the papers it is either unclear how interdependencies are identified,
or it seems to be assumed that the interdependencies are already
known. In one of the papers (P14), identification seems to be done
rather automatically, based on information available in the sys-
tems. In many of the papers, the interdependencies are often
related to the topology. Power and ICT components are connected
to each other, and this leads to interdependencies. These interde-
pendencies are however represented in various ways. Some papers
create matrices that capture important aspects of the interdepen-
dencies (such as changes in availability (P5, P6) or failure probabil-
ities (P10)). Failure and repair rates are influenced by the
interdependencies in several of the papers (e.g. P4, P8, P12). In some
papers the interdependencies are included through inclusion of
power and ICT aspects in the same model (e.g. P3), or are taken into
account in the formulas used (P4, P1). In the paper on co-simulation
6 P7 P8 P9 P10 P11 P12 P13 P14

x x
x x x x x x

x x x x

P7 P8 P9 P10 P11 P12 P13 P14

x x
x x x x

x x x
x x x x
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of power and ICT networks (P7), the interdependencies are dealt
with by a common event queue.

All papers present results from evaluations of the suggested
approach, by using a test case (in some cases a very small example
system) to demonstrate the feasibility of the approach.
5. Discussion and recommendations for further research

In this paper, we have studied how recent research results pub-
lished in three major archival journals identify and analyse inter-
dependencies between the power and ICT systems. As we did not
aim to cover all research in this field, but limited the study to three
journals, there are relevant research results that are not covered by
our literature review. However, as we took a systematic approach
to studying the literature, we claim that the results are able to say
something about the state of the research field, as well as the main
research focus.

As shown in Section 4.2, the included papers vary in scope and
methods used. As such, it seems that the current research on power
and ICT interdependencies is at a relatively early stage where a
large number of approaches are suggested. The suggested
approaches are evaluated using test cases, but none of them is
evaluated in a real-life setting.

Identification of interdependencies between power networks
and ICT is a research area that is given close to no attention in the
journals that we have studied. In the included papers, it seems to
be assumed that these interdependencies are already known by
the analyst. However, both the power network and the ICT system
are highly complex systems. In smaller test cases, it is likely that
such interdependencies can be identified relatively easily, and that
the analyst is able to have a sufficient overviewof the combined sys-
tem. In real cases, this is however likely to be much harder to
achieve. In Section3.1,we identified a fewmethods thatwe consider
useful for identifying interdependencies at a high level. There is a
need for research on how adequate thesemethods are in addressing
power and ICT interdependencies and in providing input to analysis
of interdependencies. New or adapted methods may be needed.

When addressing interdependencies between power networks
and ICT, there is a need for competence on both the power system
and the ICT system, as well as on methods for identifying and ana-
lysing interdependencies. To ease interdisciplinary collaboration, it
seems wise to use models that are as simple as possible. Tradi-
tional risk analysis methods, such as fault trees, reliability block
diagrams and event tree analysis, have gained much of their suc-
cess from their ease of use and understanding. In contrast, many
of the approaches suggested in the papers are quite complex to
understand and use, and may thus be a poor choice as a basis for
interdisciplinary communication.

As both the power and ICT systems are complex, simple models
are however unlikely to cover all system aspects at a level of detail
necessary to understand the reliability impact of the interdepen-
dencies. This is likely to be difficult also for complex models. None
of the papers presents models that are able to fully include the
combined power and ICT system and a wide array of threats. Thus,
there is a need to understand how models can be used together,
and in particular how simple models can be used together with
complex models in order to achieve both interdisciplinary under-
standing and the necessary detail. In some of the papers it is
explained how the work can be used as input to other analysis.
One example is the cyber-physical system interface matrix sug-
gested by Lei et al. [36] that makes it possible to include ICT fail-
ures in more traditional power analyses.

In the papers, it is not clearly stated who are considered poten-
tial users of the suggested approaches, and what the user require-
ments are. The needs of TSOs and DSOs for identifying and
Please cite this article in press as: I.A. Tøndel et al., Applied Computing and In
understanding the interdependencies in their systems should be
understood. This aspect is currently lacking in the journal papers
studied.

Also related to the needs of the DSOs and TSOs are considera-
tions of what type of input is required in the models. A few of
the papers mention the difficulties of obtaining reliable data on
ICT components. In particular, König et al. [27] discuss the diffi-
culty of obtaining failure rates for control and protection systems.
Most papers are however mainly concerned with presenting mod-
els that can be used for analysis, and less concerned with address-
ing whether or not relevant data are available. Zonouz et al. [32]
are however concerned with the ease of building the model, and
present an approach that builds a model automatically. A model
of the ICT system is generated by utilizing data that are already
measured and present in modern control centres. This model is
then connected to a state-based model of the power network, in
an online manner.

The papers mainly cover cascading and escalating interdepen-
dencies, in particular in terms of incidents in the ICT system that
causes or escalates failures in the power systems. Of the interde-
pendency categories in Table 1, these are the most important ones
in order to understand how the integration of more ICT in the
power network influences power system reliability. However, of
the included papers, the majority is concerned only with accidental
failures, and only a few papers take intentional attacks into
account. With the use of more ICT in the power network, and
increased connectivity among ICT components, the malicious
threat from remote attackers is becoming more and more real.
There is a need to understand the implications of the risks associ-
ated with cyber-attacks for power system reliability. The tradi-
tional models for power system reliability analysis are however
concerned with accidental failures. Extending or complementing
these to deal with ICT component failures is thus easier than to
aim for also dealing with attacks. If including attacks in the models,
the concept of failure rates will be different since the models need
to take into account an intelligent adversary rather than accidental
failures. In addition, there are limited data available related to
probabilities, consequences and propagation of cyber-attacks in
power systems; thus, the problem of obtaining the necessary input
data for the models is even more difficult when including cyber-
attacks in the analysis.

None of the papers we have studied use empirical data to iden-
tify or analyse interdependencies, although there have been rele-
vant incidents that could be used as a basis for analysis. This
may be due to confidentiality issues. However, failures, and also
near misses, are an important source for learning and are likely
to be useful in understanding how the power and ICT systems
depend on and influence each other.

In summary, we recommend that future research addresses the
following research topics:

� Methods for identification of interdependencies between power
networks and ICT systems.

� Methods targeted towards easing interdisciplinary communica-
tion among power and ICT experts, in particular the feasibility
of more easy-to-understand methods when analysing power
and ICT interdependencies.

� Approaches to using simple and more complex methods in
combination, to achieve ease of understanding as well as the
necessary detail.

� Understanding DSO and TSO needs when it comes to identifying
and understanding interdependencies in their systems.

� Evaluate and suggest approaches to ease modelling and obtain
necessary input data to the model.

� Understand the risk associated with cyber-attacks for the power
grid.
formatics (2017), http://dx.doi.org/10.1016/j.aci.2017.01.001
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� Use information from historical failures and near-misses to
improve understanding of interdependencies, and the role
interdependencies may play in case of failures.

6. Conclusion

Interdependencies between the power and ICT systems already
have an impact on the reliability of the power system. With the
ongoing transition towards a smarter grid, this will increase in
the future. In this paper, we have presented the results of a litera-
ture review of the current state of research on power and ICT inter-
dependencies and their impact on power system reliability. In
particular, we have reviewed which interdependency types that
are covered in existing work, as well as which methods that are
used to identify and analyse interdependencies. We found that
research on interdependencies in the combined power and ICT sys-
tem is at an early stage. Cascading and escalating interdependen-
cies are covered, in particular in terms of incidents in the ICT
system that causes or escalates failures in the power systems.
The methods presented in the papers are however not yet able to
provide an overview of interdependencies in the power system at
large, and at the same time take into account a wide array of both
intentional and accidental threats. Methods for identification of
interdependencies seem to be lacking. We recommend that future
research addresses these limitations of the current methods, and
puts more attention on identifying the needs of TSOs and DSOs
for identifying interdependencies and understanding their
impacts.
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